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1. Introduction

Tree algorithms (TAs) form a well studied class of con-
flict resolution algorithms [1–7]. Depending on the manner
in which new users join the channel, they are termed free
or blocked access TAs. Under free access users transmit
new packets at the start of the next time slot, meaning
no channel sensing is required. Under blocked access some
rules are in place that indicate when a new user is allowed
to transmit a packet for the first time, which requires
either limited or full sensing of the channel. It is fair to
state that free access algorithms are typically harder to
analyze than their blocked access counterparts, which is
one of the reasons why fewer results on free access algo-
rithms have appeared in the literature.

In this paper we extend the branching process approach
of [8], which was used to study the maximum stable
throughput (MST) of the same class of tree algorithms as
considered in this paper, to analyze the mean delay, mean
number of transmission attempts, mean length of the con-
flict resolution interval (CRI) and mean energy usage. As
such the current paper heavily relies on the technique
developed in [8] and the derivation of the mean length of
the CRI is a rather trivial extension. However, extending
the approach in [8] to determine the mean delay, mean
number of transmission attempts and mean energy usage
is far less obvious as one needs to determine, amongst oth-
ers, the distribution of the number of packets that are trans-
mitted during a packet’s first transmission attempt (called
the top-of-stack observed states in [9]). Once this distribu-
tion is obtained, it is not hard to adapt the branching process
of [8] to determine the mean number of transmission at-
tempts, but adapting it to determine the mean delay (and
energy usage) from this distribution is still less obvious.

Existing results for the mean delay or energy character-
istics [9–11] are typically expressed through some opera-
tor S(f(�),z) (see Section 4.6 for details), the numerical
evaluation of which is very time and memory consuming
and can often only be used to compute the first 4 or 5 digits
accurately. Our branching approach on the other hand re-
quires hardly any time (a fraction of a second) or memory
and is able to produce results with very high accuracy (15
digits or more).
e algo-
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One of the key characteristics of the branching process
approach in [8] is the use of the truncation parameter d.
Numerical experiments showed that the MST could be
determined with a precision of as many as 15 digits even
for moderate values of d, e.g., d 6 20. The branching pro-
cess approach introduced in this paper also relies on the
truncation parameter d and we show that the approach
can be used to calculate the performance measures of
interest up to arbitrary precision by comparing them to
the results presented in [9–12]. The method of [13,14] can-
not be used to study the impact of d as it relies on a similar
truncation. Apart from reproducing the existing results of
[9,11,12], we also obtain many new results for other TAs
with free access. All of these novel results were confirmed
by means of discrete event simulations.

We consider the following standard channel model and
user behavior (see [3–5] for a detailed discussion):

1. The channel is divided into fixed length time slots and
all packets have the same length as a slot. Users are only
allowed to start transmitting at the beginning of a time
slot.

2. There is an infinite set of users whose aggregate packet
generation process is a Poisson process with rate k > 0.

3. Whether a transmission is successful only depends on
the number of packets sent during the particular slot.
Packet reception fails whenever two or more packets
are transmitted simultaneously.

4. At the end of each time slot, the receiver sends either
binary (collision/no collision) or ternary (idle/success/
collision) feedback to the users.

While analyzing the TAs considered in this paper we of-
ten relax some of the four assumptions above, for instance
we will consider channels with errors, multiple reception
capabilities and probabilistic capture. Although all the pre-
sented numerical results assume Poisson arrivals, the
branching process approach presented in this paper can
be readily extended to any arrival process in which the
number of arrivals in consecutive time slots are indepen-
dent and identically distributed.

The paper is structured as follows. We start by discuss-
ing some related work in Section 2. Next, in Section 3 we
briefly revisit the operation of the basic q-ary TA, the defi-
nition of a multi-type branching process and the manner in
which these processes were used in [8] to determine the
MST. Our branching process approach to compute the
mean delay, mean number of transmission attempts, mean
CRI duration and mean energy usage of the basic q-ary TA
is discussed in detail in Section 4, while Section 5 indicates
that the same general approach can be used to analyze a
large variety of free access TAs without much additional
effort. All the results in Sections 4 and 5 have either been
validated by existing results or simulation. Concluding
remarks are given in Section 6.

2. Related work

The maximum stable throughput (MST) under free ac-
cess was obtained for the basic and modified q-ary TA in
Please cite this article in press as: R. Block et al., A branching process a
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[15,2], for a channel with errors in [16,17], for variable
length packets in [10], while [12] analyzed the impact of
having some control sub-channels with separate feedback
and [18] considered a system in which an interference can-
cellation mechanism is deployed. For other performance
measures such as the delay or energy usage even fewer
analytical results are available.

The delay of the basic binary TA algorithm with free
access is analyzed in [9] using functional equations. The
solution of these equations is expressed through some
operator S(f(�),z) which is defined as a sum over a semi-
group H. Numerically evaluating this operator (for p – 1/
2) is computationally heavy and considerable care is
needed even when computing the first 5 digits only. A
similar approach as in [9] was used in [10] to obtain the
delay characteristics of a TA with variable length packets.
The mean energy usage of the basic binary TA with free
access was determined in [11] and was defined based on
the mean delay E[D] and mean number of transmission at-
tempts E[T], where E[T] was expressed using the same
operator S(f(�),z). A computational method based on ma-
trix analytic methods to calculate the mean delay of the
basic q-ary TA was also presented in [13,14]. Finally,
[12] provided a closed form expression for the mean delay
in case of an infinite number of control sub-channels,
which corresponds to the coordinated splitting algorithm
in [8].

More recently, a novel technique to determine the MST
of TAs with free access was presented in [8]. Given the ar-
rival rate k and a particular TA with free access, the tech-
nique existed in defining a branching process such that
the process is sub-critical if and only if the TA is stable un-
der Poisson arrivals with rate k. The MST of various TAs
with free access could therefore be determined in an effi-
cient manner by means of a simple bisection algorithm.

3. Preliminaries

Before introducing our branching process approach in
Section 4, we briefly discuss the operation of the basic q-
ary algorithm, the definition of a multi-type branching pro-
cess and the branching process used in [8] to determine
the MST of the basic q-ary TA.

The basic q-ary TA with free access, where q P 2 is an
integer, operates in the following manner. Whenever a
user has a packet ready for transmission, he becomes ac-
tive. All active users maintain a single variable called the
counter, the value of which is updated at the end of each
time slot. A user is allowed to transmit in the next slot
whenever his counter equals zero. Users that become ac-
tive initialize their counter to zero and are therefore al-
lowed to transmit in the next time slot. Binary feedback
is provided at the end of each time slot and the counter
of a user is updated as follows:

1. If the slot holds a collision, all users with a counter lar-
ger than zero increase their counter by q � 1. Each user
involved in the collision sets his counter equal to i, with
probability pi+1, for i = 0, . . . , q � 1. The probabilities p1,
. . . , pq are protocol parameters that sum to one.
pproach to compute the delay and energy efficiency of tree algo-
6/j.comnet.2013.08.022
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2. If the slot does not hold a collision, all users with a
counter larger than zero decrease their counter by 1.
If the slot held a successful transmission, the successful
users becomes inactive.

Hence, the basic q-ary TA is a collision resolution algo-
rithm in which each user involved in a collision joins group
Gi (i 2 {1,q}) with probability pi. Users belonging to group
G1 retransmits in the next slot, the group Gi users refrain
from retransmitting their packets until group G1 to Gi�1

are resolved, for i = 2, . . . , q. Whenever a collision occurs
during one of the retransmissions, the same procedure is
applied recursively. Note, any new users that join while
group Gi is being resolved also need to transmit their pack-
et successfully before group Gi+1 can retransmit. The coun-
ter that is maintained by each user basically reflects the
number of groups that still need to be resolved before
the user can retransmit, because a collision creates q � 1
additional groups and an idle/successful slot indicates that
one (possibly empty) group got resolved.

A multi-type (Galton–Watson) branching process (BP)
[19] describes the evolution of a population of nodes of
d + 1 types, labeled type 0 to d, for some integer d. Each
node is of some type i 2 {0, . . . ,d}, belongs to some genera-
tion x and is a child of a generation x � 1 node, unless x = 0.
The process is completely characterized by a set of proba-
bilities fpj;k0 ;k1 ;...;kd

jj ¼ 0; . . . ; d; ki P 0; i ¼ 0; . . . ; dg, where
pj;k0 ;k1 ;...;kd

is the probability that a type j node has ki children
of type i. This probability is independent of the generation
to which a node belongs and the number of children that
any two nodes have is independent of each other. Many
important properties of the evolution of the BP can be ex-
pressed solely based on the mean number of type j chil-
dren that a type i node has, for i, j = 0, . . . , d, which we
denote as mi,j. Therefore, there is no need to specify the
probabilities pj;k0 ;k1 ;...;kd

.
In [8] it was shown that for any arrival rate k, we can

construct a multi-type BP such that the process is sub-
critical if and only if the basic q-ary TA algorithm is stable
under Poisson arrivals with rate k. A multi-type BP is
sub-critical if and only if the spectral radius sp(M) of the
expectation matrix M is less than one (provided that M is
irreducible), with

M ¼

m0;0 m0;1 . . . m0;d

m1;0 m1;1 . . . m1;d

..

. ..
. . .

. ..
.

md;0 md;1 . . . md;d

:

266664
377775

The branching process in [8] was constructed as follows. A
node in a multi-type BP was associated with each slot. The
type of the node associated with a slot in which n packets
are transmitted is n. Type 0 and 1 nodes have no children,
while a type n P 2 node has exactly q children. These q
children correspond to the q slots in which group G1 to
Gq are allowed to retransmit for the first time. Let gi be
the number of users that selected group Gi and ‘i the
number of new arrivals that transmit in the slot that allows
group Gi to retransmit. This results in a slot in which ni =
gi + ‘i users will transmit and thus the ith child is of type
Please cite this article in press as: R. Block et al., A branching process a
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ni. Whenever ni exceeded the truncation parameter d
(e.g., d = 20), ni � d new arrivals were dropped and the
node is defined as a type d node.

The size d + 1 expectation matrix M(q) of this BP was de-
rived as follows. We first define B(q) as the expectation ma-
trix given that we ignore any new arrivals. Therefore entry
(i, j) of B(q) holds the expected number of groups with j
packets after a size i collision is split:

BðqÞi;j ¼
i
j

� �Xq

k¼1

pj
kð1� pkÞ

i�j i P 2; i P j;

0 otherwise:

8><>: ð1Þ

Indeed, the expected number of groups with j users that
chose the kth group to retransmit equals

i
j

� �
pj

kð1� pkÞ
i�j. Next, we take the new arrivals into ac-

count. Assume a slot of type j consists of k P 0 packets that
require retransmission, then the number of new arrivals in
that slot must equal j � k P 0. If we denote bk = kke�k/k!,

entry (i, j) of M(q) equals
Pj

k¼0BðqÞi;k bj�k, for j < d. For j = d we
must have d � k or more new arrivals. Defining E as

E ¼

b0 b1 � � �
X1
k¼d

bk

b0 � � �
X1

k¼d�1

bk

. .
. ..

.X1
k¼0

bk ¼ 1

26666666666664

37777777777775
;

M(q) can be written as B(q)E, where E depends on the arrival
rate k.

4. Basic q-ary tree algorithm

In this section we indicate how the branching process
approach of [8] can be extended such that we can also
compute other performance measures such as the mean
CRI duration, the mean delay and number of transmission
attempts of the basic q-ary TA. While doing so, we will also
make use of the truncation parameter d and will show that
even moderate values of d, e.g., d = 20, suffice to get highly
accurate results. In the next section we will apply the same
approach to a large variety of other TAs with free access,
for which there are currently hardly any results available
in the literature.

4.1. Mean CRI duration

We start with the computation of the mean CRI dura-
tion, which is almost straightforward to obtain from the
BP with expectation matrix M(q) described in Section 3.
Any slot in which no (possibly empty) group Gi is allowed
to retransmit is defined as the first slot of a CRI. A CRI ends
when the next CRI starts. Hence, CRIs that do not start with
a collision end after one slot, while otherwise a CRI lasts at
least q + 1 slots. The length of a CRI is defined as the num-
ber of slots part of the CRI, unless otherwise stated.
pproach to compute the delay and energy efficiency of tree algo-
6/j.comnet.2013.08.022
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As every slot corresponds to a node in the BP and vice
versa, the mean CRI duration of a CRI that starts with a col-
lision of i users is equal to the expected total number of off-
spring generated by the BP with a single type i node in
generation 0. The expected number of type j nodes in gen-
eration n in a multi-type BP that is initiated by a type i
node, is found as entry (i, j) of the nth power of its expecta-
tion matrix [19]. Summing over all generations implies
that entry (i, j) of

CðqÞ ¼
X1
n¼0

ðMðqÞÞn ¼ I �MðqÞ
� ��1

¼ I � BðqÞE
� ��1

;

holds the expected total number of type j offspring of a
type i node. Note that C(q) is only properly defined if the
population goes extinct with probability 1 (otherwise the
sum does not converge), that is, if the algorithm is stable
under rate k.

To obtain the CRI length conditioned on the size of its
initial slot, we can simply compute the row sums of C(q)

for 0 6 i 6 d. The unconditional mean CRI duration is found
by remarking that the first slot of a CRI contains i packets
with probability bi, due to the Poisson arrivals. Hence, the
mean CRI duration E[C] equals E[C] = bC(q)e, where e is a
column vector with all its entries equal to 1 and
b ¼ b0; b1; . . . ; bd�1;

P1
k¼dbk

� �
.

4.2. Packet distribution

To determine the mean number of transmission at-
tempts and the mean delay of an arbitrary packet, we need
to determine the distribution of the number of other pack-
ets that are transmitted during a packet’s first transmission
attempt. This number is called the top-of-stack observed
states in [9].

First we define eT
1 as a size d + 1 row vector the first en-

try of which equals 1 and the others equal 0 and Id+1 as the
size d + 1 identity matrix. We also define Ex as

Ex ¼ Idþ1 � b ¼

b0 � � �
X1
k¼d

bk

� � �

b0 � � �
X1
k¼d

bk

2666664

3777775;

in which � denotes the Kronecker product of two matrices
as defined in [20]. Using these matrices, and defining Mx =
B(q)Ex we let

HðqÞ ¼ eT
1 � I

� �
þ
X1
n¼1

ðBðqÞEÞn�1Mx ¼ eT
1 � I

� �
þ CðqÞMx: ð2Þ

When expanding Mx, we see that entry (i, j + (d + 1)k) con-
tains the expected number of type j + k children of a type
i node, where among the j + k packets, j are new arrivals
(first time transmissions) and k are retransmissions.
Furthermore, it is not hard to see that (B(q)E)n�1Mx contains
the same information for generation n and thusP1

n¼1ðB
ðqÞEÞn�1Mx for all generations starting from genera-

tion 1. As every CRI starts with new transmissions only,
eT

1 � I contains the same information for generation 0. Con-
sequently, (H(q))i,j+(d+1)k equals the expected total number
Please cite this article in press as: R. Block et al., A branching process a
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of slots in a CRI in which j new packets and k retransmis-
sion occur, given that the CRI started with a slot containing
i packets.

The number of users in the first slot of a CRI is deter-
mined by b. Therefore, if we reshape the size (d + 1)2 vector
bH(q) to the square d + 1 matrix S(q) (column by column),
the latter contains the expected total number of slots with
i � j new packets and j retransmissions in a CRI in entry
(i � j, j).

A tagged packet will arrive together with k � 1 other
new packets with probability kbk/k, where k ¼

P
kP1kbk,

as it is k times more likely to be in a group of size k as op-
posed to being in a group of size 1. Similarly,

f ðqÞi ¼
Pi�1

j¼0ði� jÞSðqÞi�j;jPd
k¼1

Pk�1
j¼0 ðk� jÞSðqÞk�j;j

;

for i = 1, . . . , d, holds the probability that i � 1 other users
also transmit when an arbitrary user makes his first trans-
mission attempt, where some of the other i � 1 users may
be retransmitting. For further use, denote f ðqÞ0 ¼ 0.

4.3. Mean number of transmission attempts

In this section we will determine the mean number of
transmission attempts needed to successfully transmit an
arbitrary packet. This performance measure is of interest
when defining the energy consumption in Section 4.5.
We will set up a BP in which each node corresponds to a
slot in which a tagged user transmits. To construct the
expectation matrix MðqÞ

tag of this BP, we first introduce the

matrix BðqÞtag which ignores new arrivals similar to B(q) de-
fined in (1).

A tagged user that transmits together with i � 1 P 1
other users selects group k with probability pk, for k = 1,
. . . , d. The probability that j � 1 out of the i � 1 other users
select the same group, which results in a slot in which j

users retransmit, clearly equals i� 1
j� 1

� �
pj�1

k ð1� pkÞ
i�j.

Combining these two observations implies that group Gk

contains the tagged user together with j � 1 other users

with probability i� 1
j� 1

� �
pj

kð1� pkÞ
i�j. As the tagged user

may retransmit in any of the q groups, the average number
of type j children of a type i node equals

BðqÞtag;i;j ¼
i� 1
j� 1

� �Xq

k¼1

pj
kð1� pkÞ

i�j i P 2; i P j > 0;

0 otherwise:

8><>: ð3Þ

As in Section 3, post-multiplying the matrix BðqÞtag with E
adds the new arrivals. Hence, the expectation matrix
MðqÞ

tag ¼ BðqÞtagE. Using the same line of reasoning as in Sec-
tion 4.1, we now define T(q) as

TðqÞ ¼ I � BðqÞtagE
� ��1

;

where entry (i, j) of T(q) holds the expected total number of
slots in which a tagged user transmits together with j � 1
other users, given that the initial transmission took place
together with i � 1 other users. Using the probabilities
pproach to compute the delay and energy efficiency of tree algo-
6/j.comnet.2013.08.022
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f ðqÞi obtained in Section 4.2, the expected number of trans-
mission attempts of a tagged used is given by E[T] = f(q)T(q)-

e, where f ðqÞ ¼ f ðqÞ0 ; f ðqÞ1 ; . . . ; f ðqÞd

� �
.

4.4. Mean delay

When counting the number of slots required by an arbi-
trary user to transmit a packet successfully, we define two
classes of slots: class (I) consists of the slots in which the
user tries to transmit his packet and class (II) consists of
the slots that lie in between these transmission attempts.
Note, class (II) slots are those slots that, given that the
tagged user chooses group s > 1, are used for resolving
groups 1 to s � 1. Both classes have d + 1 types, where
the type of a slot corresponds to the number of packets
transmitted in the slot, leading to a total of 2(d + 1) types.
Although class (I) slots holding zero packets cannot exist,
we use them in our description as it simplifies the notation.

When ignoring the new arrivals, class (I) slots generate
new class (I) slots according to the matrix BðqÞtag defined in
(3). Due to the definition of class (II) slots, class (I) slots
generate new class (II) nodes if the tagged user chooses
some group s > 1. Given that the tagged user collided with
i � 1 other users and selected the sth group, the expected
number of class (II) slots of type j equals

ui;j;s ¼
i� 1

j

� �Xs�1

k¼1

pj
kð1� pkÞ

i�1�j: ð4Þ

In order to generate class (II) slots, the tagged user can
choose any group s ranging from 2 to q. Combining this
with (4) yields

BðqÞnotag;i;j ¼
Xq

s¼2

psui;j;s i P 2; i > j;

0 otherwise:

8><>: ð5Þ

The creation of offspring of a class (II) slot is clearly deter-
mined by the matrix B(q) defined in (1), as the q groups
formed by a collision in a class (II) slot are also class (II)
slots. This also means that class (II) nodes have no class
(I) children. Hence, if we order the 2(d + 1) types of this
branching process such that the class (I) nodes occur first,
we have

BðqÞdel ¼
BðqÞtag BðqÞnotag

0 BðqÞ

" #
:

Using E2 = I2 � E, we now add the new arrivals by post-
multiplying BðqÞdel with E2 such that MðqÞ

del ¼ BðqÞdelE2 is the expec-
tation matrix. If we define

DðqÞ ¼ I �MðqÞ
del

� ��1
;

we can calculate the mean delay E[D] of an arbitrary packet
as E[D] = g(q)D(q)e + 0.5, where g(q) = (1,0) � f(q), as the ini-
tial collision is a class (I) slot and on average 0.5 slots pass
between the arrival time of a packet and the start of the
next time slot.
Please cite this article in press as: R. Block et al., A branching process a
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4.5. Energy usage

The TAs considered in this paper are free access algo-
rithms, therefore a user only needs to monitor the channel
when he has a packet ready for transmission. Let E[T] rep-
resent the mean number of transmission attempts of a
tagged packet and E[D] its mean delay, including the mean
residual slot length of the slot in which the packet arrived.
Normalizing the energy unit to the amount of energy
needed for a single transmission attempt and using n to de-
note the amount of energy used for monitoring the channel
during one time slot, [11] defines

E½W� ¼ E½T� þ nE½D�:

as the mean energy usage E[W]. As we have Poisson arriv-
als, the mean residual slot length is half the mean length
E[S] of a slot in which a tagged arrival occurs. For most of
the TAs considered in this paper all the slots have length
1, meaning E[S] = 1. However, for some TAs considered fur-
ther on, the slot length distribution may depend on the
number of packets that are transmitted in it. In such case
we will determine E[S] as follows. Denote qi as the proba-
bility that i users transmit in an arbitrary slot. qi can be cal-
culated as

qi ¼ ðbCðqÞÞi=ðbCðqÞeÞ:

Next, define li,j as the probability that a type i slot has
length j. Due to the Poisson arrivals, the probability that
a tagged arrival occurs in a slot of length j can be expressed
as

j
Pd

i¼0qili;j

� �
P

jP1j
Pd

i¼0qili;j

� � ;
and therefore the expected length of a slot in which a
tagged arrival occurs is

E½S� ¼
P

jP1j2 Pd
i¼0qili;j

� �
P

jP1j
Pd

i¼0qili;j

� � :

4.6. Validation

In this section we investigate the impact of the trunca-
tion parameter d on the accuracy of the results. For the ba-
sic binary TA an expression for E[C], E[D] and the
probabilities f ð2Þi can be found in [9], while E[T] was deter-
mined in [11]. All of these expressions make use of the
operator S(f(�),z), which is defined as a sum over some
semi-group H. Evaluating the operator is therefore compu-
tationally heavy and even obtaining the first few digits re-
quires care. However, in case p1 = p2 = 1/2, the sum over H
can be simplified significantly leading to

Sðf ð�Þ; zÞ ¼ f ðzÞ � f ð0Þ � zf 0ð0Þ þ
X
nP1

2nf ðkn þ z=2nÞ
�

�2nf ðknÞ � zf 0ðknÞ
	
; ð6Þ

where kn = k(2 � 1/2n�1). Although some care is still
needed to avoid bit cancellation between 2nf(kn + z/2n)
and 2nf(kn), we can use this formula to compute the perfor-
pproach to compute the delay and energy efficiency of tree algo-
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mance measures of the basic binary TA with arbitrary pre-
cision to determine the impact of d on the accuracy.

Fig. 1 depicts the relative error of our BP approach as a
function of the parameter d for the basic binary TA with
p1 = 1/2 and k = 0.35. It indicates that highly accurate re-
sults can be obtained with moderate d values, i.e., d 6 20.
Decreasing k tends to further reduce the relative error
(note, the maximum stable throughput is approximately
0.3602), while the absolute error of the probabilities f ð2Þi ,
for i > 1, tends to decrease with increasing i.

A similar comparison for p1 – 1/2 cannot be made as
evaluating S(f(�),z) to an accuracy of 20 digits is computa-
tionally too demanding. Small d values however still suf-
ficed to reproduce the results in Tables I and II of [21]
and Tables 3 and 4 of [11].
4.7. Numerical Examples

In this section we discuss some numerical results that
can be readily obtained using our BP approach. Fig. 2 de-
picts the optimal splitting factor q that minimizes the mean
energy usage E[W] as a function of k and n (when pi = 1/q for
all i), where E[W] = E[T] + nE[D]. It shows that for low to
moderate arrival rates k, decreasing n tends to increase
the optimal q value. This can be understood by noting that
the energy usage is composed of two parts: E[T] the energy
needed for all the transmission attempts and nE[D] the en-
ergy needed to monitor the channel. Increasing q should re-
duce E[T] as the chance of another collision is reduced, but
increases E[D]. As decreasing n reduces the cost of the in-
creased delay, larger q values benefit more.

Fig. 3 shows the values of p1 to pq that minimize the
mean delay as a function of k for q = 2 and 3. As expected,
the optimal p1 is larger than 1/q for small arrival rates k
and tends to decrease as k increases. For q = 2 there is
however also a range of k values for which the optimal p1

is slightly less than 1/2. This is unexpected as setting
p1 = 1/2 � �/2 instead of p1 = 1/2 + �/2, with � > 0, will on
average result in � more class (II) slots, which may seem
to suggest that the delay should increase. However, the
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Fig. 1. Influence of the truncation parameter d on the mean CRI duration E[C], t
delay E[D] for the basic binary TA with p1 = 1/2 and k = 0.35.
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mean number of users transmitting in these class (II) slots
is smaller, meaning fewer slots are required to resolve one
class (II) slot. As k increases the latter advantage becomes
more important and at some point cancels the effect of
having more class (II) slots. As the MST is optimal for
p1 = 1/2, the optimal p1 converges back to 1/2 as k ap-
proaches the optimal MST.

The lowest optimal p1 value for q = 2 corresponds to
k = 0.335 and equals 0.4989, which is still close to 0.5. How-
ever, if we consider the basic q-ary TA on a channel with
multiple reception capabilities, where up to k > 1 packets
can be received successfully in a single slot, we see more
a substantial drop. For instance, for k = 3 the optimal p1 is
slightly below 0.49 when k = 0.952, while for k = 10 and
k = 3.631 the optimal p1 is close to 0.48. To analyze the per-
formance of the basic q-ary TA on a channel with multiple
reception capabilities it suffices to adapt the BP such that
type 2, . . . , k nodes do not generate any children either.
In other words it suffices to replace the i P 2 condition
appearing in (1), (3) and (5) by i P k + 1.

For q = 2 the results in Fig. 3 also confirm that the opti-
mal p1 converges to 2�

ffiffiffi
2
p

as k goes to zero [9]. We also
note that the optimal p2 for q = 3 is not exactly equal to
1/3, neither does p1 � p2 match p2 � p3.

5. Other tree algorithms with free access

In this section we use the same BP approach to deter-
mine the mean CRI duration, number of transmission
attempts, delay and energy usage for a variety of TAs with
free access. We start with the somewhat artificial coordi-
nated splitting TA and the variable packet length TA as
these are the only other TAs for which we can validate
our approach using existing results in the literature.

5.1. Coordinated splitting tree algorithm

Consider a channel with multiple reception capabilities,
where the receiver can successfully receive up to k success-
ful transmissions in a single slot. Further, if i > k users are
0 12 14 16 18 20
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involved in a collision, they are allowed to communicate
with each other such that they split in exactly i groups con-
taining one user. New users however still transmit in the
next slot and users are unaware of the arrival times of
the new packets.

The MST of the coordinated splitting TA with multiple
reception capabilities was determined in [8, Section IV.I]
by the BP with expectation matrix M = BE, where entry
Bi,j is equal to i, for i > k and j = 1, and 0 otherwise. There-
fore, the mean CRI duration E[C] = b(I �M)�1e and the
probability fi that a new packet is transmitted together
with i � 1 other packets can be computed as in Section 4.2
if we replace H(q) by

eT
1 � I

� �
þ ðI �MÞ�1BEx:

To determine the mean number of transmission attempts
E[T] and the mean delay E[D], we can use the approach of
Sections 4.3 and 4.4, respectively, we only need to redefine
Btag and Bnotag.
Please cite this article in press as: R. Block et al., A branching process a
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Btag counts the slots in which the tagged user transmits,
hence Btag,i,j equals 1, for i > k and j = 1, and 0 otherwise. For
Bnotag,i,j we need to determine the mean number of class (II)
slots of type j (with the new arrivals ignored). As a collision
of i users is split into i groups holding a single packet, we
have on average (i � 1)/2 groups ahead of the tagged user.
We may therefore conclude that Bnotag,i,j equals (i � 1)/2,
for i > k and j = 1, and 0 otherwise.

The behavior of the coordinated splitting TA with k = 1
coincides with the TA considered in [12] when the number
of sub-control channels equals infinity. The approach taken
in [12] to determine the mean delay for this particular
case, which contains a number of typos, can be generalized
to any k P 1 and results in the following expression for the
mean delay E[D]

E½D� ¼ 3
2
þ kþ k2 � p0

Pk
i¼1i2bi þ ð1� p0Þ

Pk�1
i¼0 ð1� i2Þbi

2k
Pk

i¼1ibi�1 � k
� � ;
pproach to compute the delay and energy efficiency of tree algo-
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with p0 ¼ k�
Pk

i¼1ibi�1

� �.
kbk �

Pk
i¼1bi�1

� �
. This expres-

sion simplifies to

E½D� ¼ 2ð1� kþ k2Þ þ e�kð1� 3kÞ
2ð1� kÞðe�k � kÞ ; ð7Þ

for k = 1. Numerical experiments not depicted here con-
firmed that the relative errors of our BP approach are be-
low 10�20 using moderate d values, e.g., d = 20 for k = 1.

As the mean delay tends to infinity as k approaches the
MST, this expression indicates that the MST is the smallest
non-negative solution to the equation

Pk
i¼1ibi�1 ¼ k (as the

denominator of p0 is negative). This allows us to confirm
the results in the first column of Table V in [8].
5.2. Variable packet length tree algorithm

In this section we consider variable length packets,
where a packet requires k slots with probability lk. We as-
sume that once the first slot is transmit successfully the
channel is reserved for the remainder of the packet. New
arrivals that occur during a successful transmission are re-
solved separately and their CRI starts in the first slot after
the successful transmission, while possible retransmis-
sions wait. This setting was originally introduced and ana-
lyzed in [22,10], allowing us to validate the results for the
mean CRI duration E[C] and mean delay E[D]. As in [10] we
use a slightly different definition for the CRI duration, that
is, if a CRI ends in a success according to the definition in
Section 4.1, the next CRI is also considered part of the pre-
vious CRI.

The BP with expectation matrix MðqÞ
var is constructed as in

[8, Section IV.H] via a minor change to the BP of Section 4.
In particular, the reservation of a slot for new arrivals after
every successful transmission is modeled as a child node of
a type 1 slot. Therefore, MðqÞ

var is defined as

ðMðqÞ
varÞi;j ¼

X1
k¼1

lk
ðkkÞj

j! e�kk i ¼ 1; j < d;

X1
k¼1

lk

X1
m¼d

ðkkÞm
m!

e�kk i ¼ 1; j ¼ d;

ðBðqÞEÞi;j otherwise:

8>>>>>>><>>>>>>>:
The mean CRI duration E[C] is computed as

b I �MðqÞ
var

� ��1
lvar , with lvar ¼ 1;

P1
k¼1klk;1; . . . ;1

� �T ; where

the duration of the successful transmissions is taken into
account via the vector lvar.

As the child node of a type 1 node does not contain any
retransmissions, only the first d + 1 columns of
MðqÞ

x ¼ BðqÞEx need to be modified, resulting in

MðqÞ
var;x

� �
i;j
¼

X1
k¼1

lk
ðkkÞj

j! e�kk i ¼ 1; j < d;

X1
k¼1

lk

X1
m¼d

ðkkÞm
m!

e�kk i ¼ 1; j ¼ d;

BðqÞEx

� �
i;j

otherwise;

8>>>>>>>><>>>>>>>>:
which leads to HðqÞvar ¼ eT

1 � I
� �

þ I �MðqÞ
var

� ��1
MðqÞ

var;x.
Please cite this article in press as: R. Block et al., A branching process a
rithms with free access, Comput. Netw. (2013), http://dx.doi.org/10.101
The child of a type 1 node in which the tagged user
transmitted is neither a class (I) or class (II) slot, such that
MðqÞ

var;tag ¼ BðqÞtagE and

MðqÞ
var;del ¼

MðqÞ
tag MðqÞ

notag

0 MðqÞ
var

" #
: ð8Þ

When all the packets have length 1, E[T] reflects both the
mean number of transmission attempts and the mean
amount of energy spent by these transmission attempts.
For variable length packets we define E[T] as the energy
usage of the transmission attempts (such that the defini-
tion of E[W] = E[T] + nE[D] remains meaningful), meaning

E½T� ¼ f ðqÞvar I �MðqÞ
var;tag

� ��1
lvar , where f ðqÞvar is computed as in

Section 4.2 using HðqÞvar . Finally, E½D� ¼ ð1;0Þ � f ðqÞvar

� �
I �MðqÞ

var;del

� ��1
ðð1;1ÞT � lvarÞ þ E½S�=2, where E[S] was de-

fined in Section 4.5.
Fig. 4 depicts the relative error of the BP approach as a

function of d for p1 = 1/2 when compared to the functional
equation approach in [22,10], where we made use of (6) to
accurately compute E[D]. Three different distributions for
the packet length with mean 10 are considered: (i) deter-
ministic lengths, (ii) uniform length between 2 and 18
and (iii) packets of length 2 and 18 only (with equal prob-
ability). The results show that small d values suffice to get
highly accurate results. The error tends to increase as the
packet length distribution becomes more variable, which
is not unexpected as increased variability in the packet
lengths also decreases the MST (from 0.876 to 0.867 and
0.852 for the three distributions considered in Fig. 4).
5.3. Tree algorithms with probabilistic capture

In this section we consider probabilistic capture. Cap-
ture is defined as the event in which i > 1 users transmit
simultaneously and the receiver is able to decode x of the
i transmitted signals, meaning i � x users involved in the
collision need to retransmit. In the channel model consid-
ered here, we assume the receiver only recognizes the de-
coded packets, i.e., he is not able to detect whether more
than x packets were transmitted. Consequently, the recei-
ver sends feedback to acknowledge the successful recep-
tion of the x decoded packets. Whenever i > x P 1, we
state that the success slot holds a hidden collision. Clearly,
only the users that were unsuccessful during a hidden col-
lision are aware of the fact that a hidden collision took
place. As these users do not know how many users were
involved in the hidden collision, they retransmit in the
next slot (in the hope that they were the only hidden user).
In order to maximize the probability of success during
these retransmissions, the other users should refrain from
retransmitting their packet until the hidden collision has
been resolved. However, as they cannot distinguish suc-
cessful slots from hidden collisions, they should refrain
from retransmitting after each success. This is accom-
plished by modifying the basic TA such that the counter
is only decreased after idle slots. In the absence of capture,
this algorithm coincides to the variable packet length
pproach to compute the delay and energy efficiency of tree algo-
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Fig. 4. Influence of the truncation parameter d on the mean delay E[D] for the variable length TA with q = 2, p1 = 1/2 and k = 0.08 for three packet length
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algorithm of Section 5.2 if we set the packet length equal to
1 slot.

Given that the capture probabilities are fixed and can be
determined in advance, e.g., using the channel model with
Rician Fading as described in [23], we will show how to
adapt the branching process technique to determine the
main performance measures of this tree algorithm with
probabilistic capture. We define cx

i as the probability that
x packets are decoded out of i simultaneously transmitted
packets. For the sake of simplicity, we assume idle slots are
always correctly perceived as idle and that whenever a slot
contains a single packet, that packet is always successfully
decoded, i.e. c0

0 ¼ c1
1 ¼ 1. We treat this type of errors in

Section 5.6, albeit without considering probabilistic cap-
ture. However, it is also possible to combine both models.

The first step is to group the capture probabilities in the
diagonal matrices P(x) of which the ith entry on the main
diagonal corresponds to cx

i . Consequently,
P

xP0PðxÞ ¼ I.
Then, we define B(q,x), entry (i, j) of which holds the ex-
pected number of type j slots after a type i collision of
which x packets were decoded (without taking the new
arrivals into account),

Bðq;xÞi;j ¼
BðqÞi;j x ¼ 0;

1 x > 0; j ¼ i� x P 0;
0 otherwise:

8><>:
Indeed, if no packets were decoded, the entries of this ma-
trix correspond to the ones of the basic TA, while if x > 0
packets were decoded out of the i P x transmitted packets,
the next slot is reserved for the retransmission of the x � i
remaining packets, leading to a single i � x type branch.

Similarly, Bðq;xÞtag;i;j contains the expected number of type j
slots in which the tagged user transmits after he was in-
volved in a collision together with i � 1 other users of
which x packets were successfully decoded. If x out of the
i packets were successfully decoded, the tagged is unsuc-
cessful with probability i�x

i . Hence,
Please cite this article in press as: R. Block et al., A branching process a
rithms with free access, Comput. Netw. (2013), http://dx.doi.org/10.101
Bðq;xÞtag;i;j ¼
BðqÞtag;i;j x ¼ 0;
j
i x > 0; j ¼ i� x P 0;
0 otherwise:

8><>:
Finally, we note that class (II) slots can only be generated
after a collision is split. Hence, as hidden collisions are
never split, no class (II) slots are generated by a hidden

collision. Consequently, Bðq;0Þnotag ¼ BðqÞnotag and Bðq;xÞnotag;i;j ¼ 0 for

x > 0. Using these matrices, the matrices BðqÞ; BðqÞtag and

BðqÞnotag can be determined using BðqÞ ¼
Pd

x¼0PðxÞBðq;xÞ;

BðqÞtag ¼
Pd

x¼0PðxÞBðq;xÞtag and BðqÞnotag ¼
Pd

x¼0PðxÞBðq;xÞnotag , which in
turn can be used as described in Section 4 to calculate
E[C], E[T] and E[D].

As an example, we used the setting as described in [24,
Section IV]. In this setting, it is assumed that all the users
are approximately at the same distance from the receiver,
while they are capable of transmitting their packets using
one of k different power levels: q1 < q2 < � � � < qk. Each time
a user transmits a packet, he randomly selects one of the k
allowed power levels, where level qs is selected with prob-
ability rs. The packet of user r is decoded if his transmis-
sion level Lr is C > 1 times larger than the sum of the
transmission levels of the other users combined (where C
is a system parameter). In other words, during a collision
of i > 1 packets, at most one packet is successfully received
and this occurs whenever for some user r, Lr P C

Pi
s¼1;s–rLs.

In our example, we chose C = 5, the levels q1 = 1, q2 = 10
and q3 = 100. Each level is chosen with equal probability,
that is, r1 = r2 = r3 = 1/3. Table 1 lists both the results of
the Monte Carlo simulations and the analytical results for
different arrival rates k. The MST of this setting was found
to be 0.576576683. Each simulation was run 20 times, each
run simulates 108 slots and has a warm up period of 20%.
The results of each individual run were used to calculate
the 95% confidence interval, depicted in the 3th column.
It is clear that in each case, the results of our model are
in perfect agreement with the simulation results.
pproach to compute the delay and energy efficiency of tree algo-
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Table 1
Comparison of simulation results and analytical results of the basic TA with
C = 5 and random transmission levels uniformly selected out of {1,10, 100}.

k Simulation results Analytical results

0.11 E[C] [1.130653, 1.130694] 1.130681
E[T] [1.104316, 1.104490] 1.104398
E[D] [1.653950, 1.654242] 1.654120

0.22 E[C] [1.326807, 1.326919] 1.326849
E[T] [1.254336, 1.254519] 1.254428
E[D] [1.924258, 1.924634] 1.924414

0.33 E[C] [1.672977, 1.673271] 1.673114
E[T] [1.481299, 1.481651] 1.481496
E[D] [2.501719, 2.503186] 2.502552

0.44 E[C] [2.527108, 2.528043] 2.527509
E[T] [1.848859, 1.849294] 1.849062
E[D] [4.272574, 4.276838] 4.275304

0.55 E[C] [10.186511, 10.216813] 10.186753
E[T] [2.504260, 2.505049] 2.504333
E[D] [23.830013, 23.927465] 23.836252
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5.4. Modified tree algorithm

If the channel provides ternary (idle/success/collision)
feedback, it is possible to improve the performance of the
basic q-ary TA by skipping doomed slots that are guaran-
teed to hold a collision [6]. A slot is doomed whenever a
collision is followed by q � 1 empty slots, in which case
all users involved in the collision must have selected the
last group. The modified algorithm skips these doomed
slots.

In [8, Section IV.B] the MST was obtained through the
introduction of virtual slots. A virtual slot of type j is a
skipped slot in which j packets are involved. Defining P(q)

to be the matrix holding the expected number of virtual
children, we have

PðqÞi;j ¼
pi

qbq�1
0 i ¼ j P 2;

0 otherwise:

(
Next, the matrix MðqÞ was constructed using

MðqÞ ¼ ðBðqÞ � PðqÞÞEþ PðqÞ:

In this matrix, we see that the virtual slots have corre-
sponding nodes in the BP, but no new arrivals are allowed
in them. It was noted that although the close connection
between slots and nodes in the BP is lost, this does not
influence the MST.

When calculating the mean CRI duration and delay on
the other hand, it is slightly easier to restore the one-to-
one correspondence between real slots and nodes in the
BP. For this purpose, we create a slightly different BP, in
which nodes corresponding to virtual slots are recursively
replaced by their real offspring. The expectation matrix of
this BP is denoted by eM ðqÞ, containing on position (i, j) the
average number of type j slots created out of a type i slot.
Using this matrix, we can express the average number of
type j slots created out of a virtual type i slot through
ðPðqÞ eM ðqÞÞi;j. Consequently, eM ðqÞ can be represented recur-
sively as

eM ðqÞ ¼ BðqÞ � PðqÞ
� �

Eþ PðqÞ eM ðqÞ;
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leading to

eM ðqÞ ¼ I � PðqÞ
� ��1

BðqÞ � PðqÞ
� �

E;

and thus

eBðqÞ ¼ I � PðqÞ
� ��1

BðqÞ � PðqÞ
� �

:

As explained in Section 4.1, the mean CRI duration can be

computed via E½C� ¼ bðI � eM ðqÞÞ�1e.
In order to obtain E[T] and E[D], we first calculate the

probabilities ~f ðqÞ using eHðqÞ ¼ eT
1 � I

� �
þ I � eM ðqÞ
� ��1

~BðqÞEx

similar to H(q) in Section 4.2. As any virtual child of a tagged

slot is tagged, eM ðqÞ
tag is derived analoge to eM ðqÞ, yielding

eBðqÞtag ¼ I � PðqÞ
� ��1

BðqÞtag � PðqÞ
� �

:

For eBðqÞnotag , note that real class (I) slots do not generate vir-
tual class (II) slots, while virtual class (I) slots can generate
class (II) slots. Therefore we haveeM ðqÞ

notag ¼ BðqÞnotagEþ PðqÞ eM ðqÞ
notag ;

resulting in

eBðqÞnotag ¼ I � PðqÞ
� ��1

BðqÞnotag :

E[T] and E[D] can be calculated using eBðqÞtag and eBðqÞnotag using
the technique explained in Sections 4.3 and 4.4.

Fig. 5 depicts the optimal splitting factor q that mini-
mizes the mean energy usage E[W] as a function of k and
n for the modified TA. Compared to Fig. 2, the size of region
where the optimal q is larger than or equal to n (with n = 4,
5, 6) has decreased. This can be understood by noting that
the modified TA will reduce both E[T] and E[D], but the
reduction is more significant for smaller q values as on
average more slots are skipped for smaller q values.

5.5. Tree algorithms with collision detection

In this section we consider a channel with collision
detection capabilities. Let lc < 1 be the fraction of a slot
needed to detect a collision and assume that if a collision
is detected, feedback is provided immediately. This results
in shorter collision slots, hence on average fewer new
arrivals will transmit in the next slot. Due to the Poisson
arrival process, the probability of having i arrivals in a col-

lision slot is bðcdÞ
i ¼ expð�klcÞðklcÞi=i!. As the first group

retransmits in the next slot, the number of new arrivals

in this group will be distributed according to bðcdÞ
i . For the

remaining q � 1 other groups, bi is still used as any CRI
ends with a success or idle slot. In this section, we consider
both the basic and the modified TA.

5.5.1. Basic tree algorithm
To construct the matrix MðqÞ

cd , [8, Section IV.D] first de-

fined Ecd as E, but with bi replaced by bðcdÞ
i . Then an expres-

sion was given for BðqÞk , element (i, j) of which contains the
expected number of type j nodes created by a type i node
when considering the kth group only, i.e.,
pproach to compute the delay and energy efficiency of tree algo-
6/j.comnet.2013.08.022
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BðqÞk

� �
i;j
¼

i

j

� �
pj

kð1� pkÞ
i�j i P 2; i P j > 0;

0 otherwise:

8><>:
Finally, MðqÞ

cd was calculated such that the new arrivals of
the first child make use of Ecd rather than E,

MðqÞ
cd ¼ BðqÞ � BðqÞ1

� �
Eþ BðqÞ1 Ecd:

Apart from determining the MST, MðqÞ
cd can be used di-

rectly to express the mean number of slots per CRI via

bðI �MðqÞ
cd Þ
�1e. However, to express the CRI duration E[C]

in time units, we need to take the slot lengths into account.
Letting lcd be the d + 1 vector lcd = (1,1, lc, . . . , lc), E[C] can be

written as bðI �MðqÞ
cd Þ

�1lcd. The probabilities fi are calculated
using the same procedure as explained in Section 4.2,
replacing H(q) by

eT
1 � I

� �
þ I �MðqÞ

cd

� ��1
BðqÞ � BðqÞ1

� �
Ex þ BðqÞ1 Ecd;x

� �
;

where Ecd,x = Id+1 � bcd.
For E[T] and E[D], we introduce BðqÞk;tag and BðqÞk;notag which

relate to BðqÞtag and BðqÞnotag , respectively, as BðqÞk relates to B(q):

BðqÞk;tag

� �
i;j
¼

i� 1
j� 1

� �
pj

kð1� pkÞ
i�j i P 2; i P j > 0;

0 otherwise;

8><>:
and

BðqÞk;notag

� �
i;j
¼

i� 1
j

� �
pj

kð1� pkÞ
i�1�j

Xq

s¼kþ1

ps i P 2; i > j;

0 otherwise:

8><>:
Define BðqÞk;del as B(q) by replacing BðqÞtag and BðqÞnotag by BðqÞk;tag and

BðqÞk;notag , respectively. Taking the different slot lengths into
consideration, let

TðqÞcd ¼ I � BðqÞtag � BðqÞ1;tag

� �
Eþ BðqÞ1;tagEcd

� �� ��1
diagðlcdÞ;
Please cite this article in press as: R. Block et al., A branching process a
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and

DðqÞcd ¼ I � BðqÞdel � BðqÞ1;del

� �
E2 þ BðqÞ1;delEcd;2

� �� ��1
diagðlcd;2Þ;

where Ecd,2 = I2 � Ecd, lcd,2 = (1,1) � lcd and diag(x) is a diag-
onal matrix with x on its main diagonal. These matrices can
be used to determine E[T] and E[D] as in Sections 4.3 and
4.4.

5.5.2. Modified tree algorithm
Combining the arguments used in Sections 5.4 and

5.5.1, the BP corresponding to the modified TA with colli-
sion detection is acquired. As the vector bcd determines
the number of new arrivals in a slot following a collision,
the matrix P(q) needs to be adapted to

PðqÞcd

� �
i;j
¼ pi

qbðcdÞ
0 bq�2

0 i ¼ j P 2;
0 otherwise:

(
A virtual slot always follows an idle slot, hence the col-

lision detection mechanism does not affect the splitting of
a virtual slot. Therefore, we get

eM ðqÞ
cd ¼ BðqÞ � BðqÞ1 � PðqÞcd

� �
Eþ BðqÞ1 Ecd þ PðqÞcd

eBðqÞE;
eM ðqÞ

cd;tag ¼ BðqÞtag � BðqÞ1;tag � PðqÞcd

� �
Eþ BðqÞ1;tagEcd þ PðqÞcd

eBðqÞtagE;

and

eM ðqÞ
cd;del ¼ BðqÞdel � BðqÞ1;del � PðqÞcd;2

� �
E2 þ BðqÞ1;delEcd;2 þ PðqÞcd;2

eBðqÞdelE2;

where PðqÞcd;2 ¼ I2 � PðqÞcd , which can be used to obtain E[C],
E[T] and E[D].

5.6. Tree algorithms on a noisy channel

To study a more realistic setting, noise has been incor-
porated into the channel model [16,17]. On such a channel
it is possible to perceive an empty slot, or a slot in which a
single user transmits, as a collision. As in [16], we assume
pproach to compute the delay and energy efficiency of tree algo-
6/j.comnet.2013.08.022
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memoryless channel errors and define d and � respectively
as the probability that an empty slot and a single transmis-
sion attempt are perceived as a collision.

5.6.1. Basic tree algorithm
Due to the errors on the channel, type 0 and type 1

nodes may have offspring. More specifically, when ignor-
ing the new arrivals, a type 0 node has q type 0 children
with probability d and a type 1 node has q � 1 type 0 and
1 type 1 child with probability �. Define

ðBðqÞe Þi;j ¼
i

j

� �Xq

k¼1

pj
kð1� pkÞ

i�j i P 0; i P j;

0 otherwise:

8><>:
and let D = diag(d,�,1, . . . ,1). The expectation matrix MðqÞ

e of
the new BP is defined as MðqÞ

e ¼ DBðqÞe E, from which E[C] and
f ðqÞe can be computed as in Section 4. Note this BP is not ex-
actly the same as in [8, Section IV.C], but results in the
same MST.

To determine the expected number of slots in which a
tagged user transmits, we note that a tagged user is never
part of the child of an empty slot. Therefore,

BðqÞe;tag

� �
i;j
¼

i� 1
j� 1

� �Xq

k¼1

pj
kð1� pkÞ

i�j i P 1; i P j > 0;

0 otherwise;

8><>:
leading to Me,tag = DBe,tagE. Similarly,

BðqÞe;notag

� �
i;j
¼

Xq

s¼2

psui;j;s i P 1; i > j;

0 otherwise;

8><>:
and Me,notag = DBe,notagE, from which the mean number of
transmission attempts E[T], mean delay E[D] and energy
usage E[W] can be obtained as before.

5.6.2. Modified tree algorithm
A slot can only be skipped if the first q � 1 slots are de-

tected as empty, therefore

PðqÞe

� �
i;j
¼ pi

qðð1� dÞb0Þq�1 i ¼ j P 0;
0 otherwise:

(

As children of skipped slots may also be skipped, we find

eM ðqÞ
e ¼ D I � PðqÞe

� ��1
BðqÞe � PðqÞe

� �
E:

Note the inverse I � PðqÞe

� ��1
is used as a skipped child of a

type 0 or 1 node generates offspring with probability 1 (in-
stead of with probability d and �, respectively).

Similarly, we find

eM ðqÞ
e;tag ¼ D I � PðqÞe

� ��1
BðqÞe;tag � PðqÞe

� �
E;

and

eM ðqÞ
e;notag ¼ D I � PðqÞe

� ��1
BðqÞe;notagE:

The relative increase in the mean energy usage of the
basic and modified TA due to the presence of errors on
Please cite this article in press as: R. Block et al., A branching process a
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the channel is shown in Fig. 6 for k = 0.3. We consider three
cases: channel errors occur with probability e on the empty
slots (d = e,� = 0), on successful transmissions (d = 0,� = e),
or on both (d = � = e). The results indicate that the relative
performance of the modified algorithm is more sensitive to
the channel errors. This is especially true for the setups
with d = e as the modified algorithm gets trapped in a loop
until a new arrival occurs each time an empty slot is per-
ceived as a collision. In three of the six cases the algorithm
has an MST below 0.3 for e sufficiently large (and below
0.5).

5.7. Tree algorithms with control subchannels

In this section every slot is divided into g P 2 mini-
slots, called control mini-slots (CMSs), and a data slot.
The length of the data slot corresponds to the length of a
single packet, the length of the CMSs is kept as short as
possible, but long enough for users to announce their pres-
ence. At the end of each slot separate feedback is provided
for each of the CMSs and the data slot. The feedback given
for the data slot can be either binary or ternary, although
we restrict ourselves to binary feedback in this section.
For each CMS, the feedback can be binary or ternary as
well, but the binary feedback differs from the known feed-
back as it distinguishes between something/nothing as op-
posed to collision/no collision. The BF/BF and TF/BF
algorithms considered in this section are identical to the
g-ary FA TA/M-BF (1) and FA TA/M-TF (2) algorithm in
[12], where the MST was determined analytically and the
mean delay by simulation. The channel conditions are also
identical to the BF/BF/DF and TF/BF/DF setup in [25], which
focused on a number of block access algorithms.

5.7.1. BF/BF
The BF/BF algorithm is very similar to the basic g-ary

TA, but whenever a user transmits in the data slot it also
randomly picks a CMS and announces its presence in that
slot. The selected CMS determines the group the user will
select in case of a collision (via a one-to-one mapping)
and this information is then used to skip groups corre-
sponding to empty CMSs.

As in [8], it suffices to define BðgÞBF=BF identical to B(g), ex-
cept that its first column is equal to zero (as the empty

groups are skipped). Further, BðgÞBF=BF;tag ¼ BðgÞtag as the first col-

umn of BðgÞtag is already zero, while BðgÞBF=BF;notag is equal to BðgÞnotag ,
except for the first column, which also equals zero. Given
these changes the approach of Section 4 applies to deter-
mine E[C], E[T], E[D] and E[W].

5.7.2. TF/BF
If ternary feedback is provided for each CMS, not only

empty groups can be skipped, but groups corresponding
to mini-slots holding a collision can be split immediately
into 2 groups. As indicated in [12] immediately splitting
these guaranteed collisions into m > 2 groups reduces the

MST. To construct MðgÞ
TF=BF , [8] introduced BðgÞTF=BF1 and

BðgÞTF=BF2, the former containing the slots corresponding to
groups with one user and the latter containing the nodes
pproach to compute the delay and energy efficiency of tree algo-
6/j.comnet.2013.08.022
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corresponding to groups containing more than one user. It

should be clear that ðBðgÞTF=BF1Þi;j ¼ BðgÞi;j for j = 1 and zero else-

where, while ðBðgÞTF=BF2Þi;j ¼ BðgÞi;j for j > 1 and zero elsewhere.

MðgÞ
TF=BF was acquired next via

MðgÞ
TF=BF ¼ BðgÞTF=BF1Eþ BðgÞTF=BF2Bð2ÞE:

Analogous, BðgÞTF=BF1;tag and BðgÞTF=BF1;tag can be constructed
through extracting the correct columns out of BðgÞtag and con-
sequently we have

MðgÞ
TF=BF;tag ¼ BðgÞTF=BF1;tagEþ BðgÞTF=BF2;tagBð2ÞtagE:

To construct MðgÞ
TF=BF;notag , assume the tagged user chose

CMS s. There are three possibilities in which a class (I) slot
can generate a class (II) slot:

1. A user can be the single user that selected CMS i < s.
2. A user can select CMS i < s together with at least one

other user.
3. A user can collide with the tagged user in CMS s, but

selects the first group after splitting the corresponding
group, while the tagged user selects the second group.

After constructing BðgÞTF=BF1;notag and BðgÞTF=BF2;notag based on

BðgÞnotag (similar to the manner in which BðgÞTF=BF1 and BðgÞTF=BF2

were based on B(g)), we can write MðgÞ
TF=BF;notag as

MðgÞ
TF=BF;notag ¼ BðgÞTF=BF1;notagEþ BðgÞTF=BF2;notagBð2ÞE

þ BðgÞTF=BF2;tagBð2ÞnotagE:

Figs. 7 and 8 depict the mean delay as a function of k for
the BF/BF and TF/BF algorithm respectively for g = 2, 4, 8,
16 and 1. As g increases the mean delay decreases to the
mean delay of the coordinated splitting TA given by (7).
These figures are in agreement with the simulation results
in Figs. 2 and 3 in [12].

If the channel supports TF/TF feedback, the modified
binary TA can be used to split groups corresponding to
Please cite this article in press as: R. Block et al., A branching process a
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CMSs holding collisions. To apply the technique to this
TA merely requires replacing Bð2Þ; Bð2Þtag and Bð2Þnotag byeBð2Þ; eBð2Þtag and eBð2Þnotag .

5.7.3. Modified BF/BF
The performance of the BF/BF TA can be improved by

remarking that if all the users selected the same CMS dur-
ing a collision, we have a doomed slot that can be skipped.
Using the same argument as in Section 5.4, we construct
PðgÞBF=BF:

ðPðqÞBF=BFÞi;j ¼
Xq

k¼1

pi
k i ¼ j P 2;

0 otherwise:

8><>:
Note that as the doomed slots are detected via the CMSs,
we do not need to include the factor bq�1

0 . The doomed slots
are immediately split into two groups using the basic TA,
leading toeBðgÞBF=BF ¼ BðgÞBF=BF � PðgÞBF=BF þ PðgÞBF=BF Bð2Þ:

Similarly, we haveeBðgÞBF=BF;tag ¼ BðgÞBF=BF;tag � PðgÞBF=BF þ PðgÞBF=BFBð2Þtag ;

and, as it is impossible for a class (I) slot to create a class
(II) doomed slot,eBðgÞBF=BF;notag ¼ BðgÞBF=BF;notag þ PðgÞBF=BF Bð2Þnotag :

Table 2 compares the MST of the modified BF/BF algorithm
(which was not considered in [8]) with the BF/BF and TF/BF
algorithm. Perhaps somewhat unexpected the MST of the
modified BF/BF algorithm is closer to the MST of the TF/
BF algorithm for moderate g values.

If the data channel allows ternary feedback (i.e., BF/TF
feedback), we can use the modified TA to split detected

doomed slots. eBðgÞBF=TF ;
eBðgÞBF=TF;tag and eBðgÞBF=TF;notag are con-

structed analoge to the previous paragraph, replacing

Bð2Þ;Bð2Þtag and Bð2Þnotag by eBð2Þ; eBð2Þtag and eBð2Þnotag .
pproach to compute the delay and energy efficiency of tree algo-
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Fig. 7. Mean delay E[D] as a function of k for the BF/BF algorithm with g = 2, 4, 8, 16 and 1.
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Table 2
Maximum stable throughput of the BF/BF, modified BF/BF and TF/BF TAs
with g control channels (not counting overhead).

g BF/BF modified BF/BF TF/BF

2 0.376815 0.440312 0.470771
3 0.455546 0.483622 0.503665
4 0.488476 0.505441 0.519728
5 0.506464 0.518334 0.529281
10 0.538895 0.543377 0.548256
100 0.564490 0.564831 0.565255
1 0.567143 0.567143 0.567143
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5.8. Interference cancellation tree algorithm

Another improvement of the basic binary TA can be
accomplished through the use of an Interference Cancella-
tion (IC) mechanism [26,27], which allows the receiver to
cancel out signals from each other. More specifically,
Please cite this article in press as: R. Block et al., A branching process a
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assuming that the receiver at one point received the sig-
nal v = wA + wB and at another point the signal wA, he can
construct the signal wB using wB = v � wA. Further, we
suppose this operation can be applied flawlessly. A free
access TA using IC was introduced in [18] and its MST
was also analyzed in [8, Section IV.F]. The core concept
of the algorithm is to store collision signals such that
when the first group retransmits, IC can be used to re-
trieve extra information, possibly decoding a packet or
predicting the signal of the second group, allowing us to
skip the corresponding slot in the latter case. For exam-
ple, suppose i users collide and all but one user select
group 1 while there are no new arrivals during the colli-
sion. In this case, the packet of the user that selected the
second group is recovered via the cancellation operation.
Further, the TA in [18] also makes use of a control bit that
is set equal to 1 whenever a packet is transmitted for the
first time.
pproach to compute the delay and energy efficiency of tree algo-
6/j.comnet.2013.08.022
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Table 3
The cases in which a slot can be skipped after a collision of i packets.

Case Type of skipped slot Mean no. of occurrences

0/i i (1 � p)ib0

1/i � 1 i � 1 ip(1 � p)i�1b0

1(new)/i i (1 � p)ib1

i/0 0 pib0

i � 1/1 1 ipi�1(1 � p)b0

i + 1/0 0 pib1
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Assume a collision of i packets occurs and use nx/ny to
denote that nx and ny users chose the first and second
group respectively, then Table 3 lists all cases in which
the slot of the second group can be skipped. A detailed
explanation can be found in [8]. For our purpose, it suffices
to know the type of the skipped slot, the probability that it
occurs (which is also listed in Table 3) and that a packet is
recovered in the last two cases (note case 2 with i = 2 coin-
cides with case 5). Moreover, in the last case, a new arrival
is recovered and the algorithm continues with i users
rather than i + 1 users.

To model the aforementioned TA, we first introduce
P(ic), containing the expected number of skipped slots.
Grouping the entries of Table 3 per skipped slot type leads
to

PðicÞi;j ¼

piðb0 þ b1Þ i P 2; j ¼ 0;

ipi�1ð1� pÞb0 i P 2; j ¼ 1;

ipð1� pÞi�1b0 i P 2; j ¼ i� 1;

ð1� pÞiðb0 þ b1Þ i ¼ j P 2;
0 otherwise:

8>>>>>>><>>>>>>>:
ð9Þ

This matrix is equal to the one introduced in [8] [Eq. (24)],
we merely changed the notation. Next, noting that in cases
4, 5 and 6 (and 2 if i = 2) the skipped slot does not induce
any new slots, we define Q(ic) to be

Q ðicÞi;j ¼
piðb0 þ b1Þ i P 2; j ¼ 0;

ipi�1ð1� pÞb0 i P 2; j ¼ 1;
0 otherwise;

8><>: ð10Þ

such that P(ic) � Q(ic) only contains those skipped slots that
are split immediately. To account for case 6, in which only i
users of a type i + 1 slot are divided into groups, the matrix
R is introduced as

Ri;j ¼
pib1 i ¼ j P 2;
�pib1 i ¼ j� 1 P 2;
0 otherwise:

8><>: ð11Þ

Finally we can combine previous matrices to obtain the
expectation matrix M(ic) of the BP via

MðicÞ ¼ Bð2Þ � PðicÞ
� �

Eþ Rþ PðicÞ � Q ðicÞ
� �

MðicÞ;

yielding

MðicÞ ¼ I � PðicÞ þ Q ðicÞ
� ��1

Bð2Þ � PðicÞ
� �

Eþ R
� �

; ð12Þ

which can be used to compute E[C] as before. Note in [8]
we did not need the matrix Q(ic) as we were merely inter-
ested in the MST.
Please cite this article in press as: R. Block et al., A branching process a
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To calculate the probabilities f ðicÞi , case 6 requires extra
care. As a new arrival is successfully transmitted in case
6, the i retransmissions did not occur in this slot from
the new user’s perspective. Letting

ðRxÞi;j ¼
pib1 j ¼ 1; i P 2;
�pib1 j ¼ 1þ ðdþ 1Þi; i P 2;
0 otherwise;

8><>:
we can therefore define HðicÞ ¼ eT

1 � I
� �

þ I �MðicÞ
� ��1

I � PðicÞ þ Q ðicÞ
� ��1

Bð2Þ � PðicÞ
� �

Ex þ Rx

� �
and the technique

introduced in Section 4.2 applies to compute the probabil-

ities f ðicÞi .
Only counting the skipped slots in which the tagged

user transmits leads to

ðPðicÞtag Þi;j ¼

pi�1ð1� pÞb0 i P 2; j ¼ 1;

ði� 1Þpð1� pÞi�1b0 i P 2; j ¼ i� 1;

ð1� pÞiðb0 þ b1Þ i ¼ j P 2;
0 otherwise:

8>>>><>>>>:
Similarly,

ðQ ðicÞtag Þi;j ¼
pi�1ð1� pÞb0 i P 2; j ¼ 1;
0 otherwise;

(

and MðicÞ
tag ¼ I � PðicÞtag þ Q ðicÞtag

� ��1
Bð2Þtag � PðicÞtag

� �
Eþ R

� �
, which

can be used to calculate E[T] as in Section 4.3. The mean
delay E[D] can be obtained by defining

PðicÞdel ¼
PðicÞtag 0

0 PðicÞ

" #
;

Q ðicÞdel ¼
Q ðicÞtag 0

0 Q ðicÞ

" #
;

and R2 = I2 � R.

6. Conclusion

We presented a branching process approach to deter-
mine the main performance measures, such as the mean
delay and energy usage, of a broad class of tree algorithms
with free access. The approach is closely related to the
branching process approach introduced in [8] to determine
the maximum stable throughput. As in [8], a key feature of
the approach exists in the use of the truncation parameter
d. Using the existing results [9,11,12,10,22], we demon-
strated that our approach can provide highly accurate
results, even for moderate values of d (e.g. d < 20). More-
over, most of the existing results are expressed using some
operator S(f(�),z), the evaluation of which is computation-
ally demanding (unless p = 1/2 due to the simplifications
discussed in Section 4.6), whereas our approach requires
hardly any computational effort. We further showed that
our approach can also be used to produce many new re-
sults without much additional effort.

The same limitations as discussed in [8, Section V] also
apply to the approach introduced in this paper. Further, the
approach is limited to the determination of the mean
pproach to compute the delay and energy efficiency of tree algo-
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performance measures and it is unclear whether it can be
extended to obtain higher moments. The variance of the
mean delay and CRI duration of the basic binary TA have
been expressed in [9] via some operator T(f(�),z), the eval-
uation of which requires even heavier computations than
S(f(�),z).
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