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Abstract

A novel approach for obtaining the response time in a discrete-time tandem-queue with blocking is presented. The approach
constructs a Markov chain based on the age of the leading customer in the first queue. We also provide a stability condition
and carry out several numerical examples.
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1. Introduction

In most communication networks we are interested
in obtaining the response time of jobs as well as the
number of jobs in the system. It has been common
practice to first obtain the queue length and then
use that to obtain the response time. The two part
procedure could be cumbersome in many situations,
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especially when dealing with tandem queues. This is
because in order to obtain the queue length we have to
set up the associated Markov chain, obtain its station-
ary vector and then use that in a process that involves
a considerable amount of effort to obtain the response
time. In this paper we present a different and novel ap-
proach in which we set up the Markov chain, based on
the age of the leading job in the first queue and other
auxiliary variables. The stationary distribution of this
Markov chain will lead us to the response time easily
and the queue length can also be computed from it
using a simple procedure.We believe that the effort re-
quired to compute the two quantities is less using this
age process approach we are presenting, when com-
pared to the traditional approach of using the Markov
chain of queue length. More importantly, since the
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response time is sometimes the only key measure
of interest, our approach is very favorable in such
cases.
Tandem queues with blocking have received consid-

erable attention in the queueing, communications and
manufacturing literature because of their pervasive-
ness and significance in real life. A number of survey
papers have been published during the last two decades
[7,20,10]. Some of the earlier works on this include
those of Hunt[12], who first studied the blocking ef-
fects in a sequence of waiting lines. Later Avi-Itzhak
[1] studied the system with arbitrary input and regular
service times. There has been a plethora of studies on
this subject and an additional literature survey can be
found in [21]. A continuous-time tandem queue with
blocking,Markovian arrivals (MAP) and no intermedi-
ate buffer was considered byGómez-Corral[6]. Phase-
type service was assumed at the first infinite queue
whereas the other queue is assumed to have a general
service time. Results for the joint queue length dis-
tribution were provided and the stability issues were
partially addressed. Gómez-Corral used matrix analyt-
ical methods (MAMs), as we do, to obtain his results,
the difference in methodology being that we propose
a novel approach that keeps track of the age of the
leading customer in the first queue as opposed to the
number of customers, as this more easily leads to the
response-time distribution. MAMs have been used on
a variety of occasions when studying tandem queues
with blocking, going back to Latouche and Neuts[15].
The bulk of the work done in this area of tan-

dem queues focussed on continuous-time models.
As pointed out by Daduna[4], the introduction of
the asynchronous transfer mode as a multiplexing
technique for broadband integrated services digital
networks has increased the studies in the areas of
discrete-time queueing models. Even though carrying
out discrete-time analysis of tandem queues may be
done, to some extent, in a similar manner as their
continuous-time counterparts their analysis often in-
troduce some additional challenges. Setting up their
transition matrices is more complex, and obtaining
the response times of such a system after that requires
a more considerable effort. Gün and Makowsky[8,9]
considered a discrete-time tandem queue with block-
ing (and failures), Bernoulli arrivals and phase-type
services. They used the MAM approach also and as-
sumed both waiting rooms to be finite. Daduna[4]

considered the case with an infinite waiting room for
the first queue, but restricted himself to Bernoulli
service processes. Desert and Daduna[5] focused
on discrete-time tandem queues with state-dependent
Bernoulli service rates and a state-dependent Bernoulli
arrival stream at the first node. They obtained the
joint sojourn time distribution for a customer travers-
ing the tandem system under consideration. In our
current paper we consider an infinite waiting room in
front of the first server and allow Markovian arrivals
(D-MAP), enabling us to model arrival processes that
have some elements of correlations, which is more
common in the telecommunication field where ar-
rivals are usually bursty. Moreover, while Gün and
Makowsky focus on the joint queue length distribu-
tion, we provide an algorithm for the total response
time of a customer and address the stability issues
raised by the infinite queue.
Other related works, in the sense that they focus

on the response time as opposed to the joint queue
length, are those by van der Mei et al.[22] and Knessl
and Tier[13], who studied the first two moments of
the response time in an open two-node queueing net-
work with feedback for the case with an exponential
processor sharing (PS) node and a FIFO node (while
the arrivals at the PS node are Poisson). Chao and
Pinedo[3] considered the case of two tandem queues
with batch Poisson arrivals and no buffer space in the
second queue. They allowed the service times to be
general and obtained the expected time in system.
We start with a description of the model under con-

sideration in Section 2, while the GI/M/1-type Markov
chain constructed to obtain the performance measures
is given in Section 3. An efficient method to compute
the response time and the joint queue length distribu-
tion from the steady-state vector is presented in Sec-
tion 4, whereas Section 5 addresses the stability issues
surrounding our model. We end by demonstrating the
strength of our model through a variety of numerical
examples.

2. Model description

Consider two queues in tandem, where the first
queue has an infinite waiting line and the second has
a finite one with capacityB. Customers arrive (to
the first queue) according to a discrete-time Marko-
vian arrival process (D-MAP), characterized by the
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l × l sub-stochastic matricesD0 andD1. The matrix
D = D0 + D1 is the stochastic matrix of the under-
lying Markov chain that governs the arrival process.
The element(Dk)i,j , 1� i, j� l, k=0,1, represents
the probability of making a transition from statei to
j with k arrivals. Let� be the stationary distribution
associated withD, then the arrival rate is given by
�= �D11l , where1l is a l× 1 column vector of ones.
For more details on MAP see[2,16].
The service required by a customer in theith queue

is phase-type (PH) distributed with matrix representa-
tion (mi, �i , Ti), for i=1,2. It is well known that PH
distributions are very good for representingmost of the
types of services encountered in communication sys-
tems[14]. The mean service time of a PH is given as
�−1i =�i (Imi−Ti)−11mi , whereIx is anx-dimensional
identity matrix. The matrixTi is sub-stochastic and
is of ordermi , while ti is defined as1mi − Ti1mi .
The elements(�i )s of the stochastic vector�i repre-
sent the probability that a customer starts his service
in phases. Let r(k)i be the probability that the service
time at nodei lasts fork or more units of time, then
r
(k)
i =�iT

k−1
i 1mi , k�1. Notice, the minimum service

time at nodei is at least 1 and the probability that the
service time equals exactlyk is found as�iT

k−1
i ti . For

more details on the phase-type distribution see[19].
Whenever a customer finishes service in the first

queue it advances to the second queue (at no switch-
ing cost), unless the waiting line of the second queue
is already fully occupied. In this case, the customer
remains within the service facility of the first queue
until there is a service completion in the second queue.
Thereby, preventing any other customers waiting in
the waiting line of queue 1 from entering the server
(meaning, we adopt theblocking-after-servicemech-
anism, see[20, p. 6]). Both queues serve their cus-
tomers in a FCFS order. All events such as arrivals,
transfers from a waiting line to the server and service
completions are assumed to occur at instants imme-
diately after the discrete time epochs. This implies,
amongst others, that the age of a customer in service
at some time epochn is at least 1.

3. The GI/M/1-type Markov Chain

A Markov chain (MC) that allows us to efficiently
obtain the response-time distribution of an arbitrary
customer, is constructed next. The state space of this

MC will be subdivided into an infinite number of
groups, called levels. Level zero will contain all the
states that correspond to a situation in which the first
server is idle. Whereas leveli, for i >0, reflects the
fact that the first server is occupied by a customer of
agei (either because he is being served or because he
is blocked by the second queue). To be more specific,
the states of level 0 are divided into 2 sets:

• BI = {j |1�j� l}: The MC is said to be in statej
of the setBI at timen, if both servers are idle and
the arrival process is in statej at timen.
• FI = {(b, s2, j) |0�b�B,1�s2�m2,1�j� l}:
If the first server is idle, the second server is occu-
pied by a customer whose service is in phases2 and
b customers are waiting to be served by the second
server, while the state of the D-MAP isj at timen,
then the MC is said to be in state(b, s2, j) of the
setFI at timen.

The states of leveli, for i >0, are further subdivided
into three sets:

• SI={(s1, j) |1�s1�m1,1�j� l}: TheMC is said
to be in state(s1, j) of the setSI, at timen, in case
the second server is idle, an agei customer is served
by server 1, the phase of his service equalings1,
while the arrival process is, at timen − i + 1, in
statej.
• BS = {(b, s1, s2, j) |0�b�B,1�sv�mv, v =
1,2;1�j� l}: The situation in which, at timen, a
customer of agei is being served by server 1, there
are b customers waiting for service in the second
waiting line, the phase of service in thevth server
equalssv, for v = 1,2, and the state of the D-MAP
at timen − i + 1 equalsj, will correspond to the
state(b, s1, s2, j) of level i.
• BL= {(s2, j) |1�s2�m2,1�j� l}: The scenario
where, at timen, there is an agei customer blocked
in server 1, a customer is served by server 2, whose
current phase iss2, and the state of the D-MAP at
timen− i+1 equalsj is represented by state(s2, j)
of the setBL.

Let |S| denote the number of elements in a setS. Define
dt anddb as|SI |+|BS|+|BL|=(B+1)m1m2l+(m1+
m2)l and|BI | + |FI | = (B + 1)m2l+ l, respectively.
As we shall explain later on, the transition matrixP
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of this MC has the following form:

P =



B1 B0 0 0 0 . . .
B2 A1 A0 0 0 . . .
B3 A2 A1 A0 0 . . .
B4 A3 A2 A1 A0 . . .
...

...
...

...
...

. . .


 , (3.1)

where the matricesAk are dt × dt matrices,Bk, for
k�2, is a dt × db matrix, B0 a db × dt and B1 a
square matrix of dimensiondb. Notice, the matrixAk
represents the transition probabilities of going from
level i >0 to level i − k + 1, for k� i, whereas the
matricesBk are related to transitions from and/or to
level 0.
Let us now discuss the matricesAk andBk in detail,

the structure ofP will be apparent from this discus-
sion. Assume the MC is in some state of leveli >0
at timen, meaning that an agei customer, referred to
as customerc, is occupying server 1. In order to get
a transition to leveli + 1, customerc has to remain
in server 1. This is because customers are served in
a FCFS order and there are no batch arrivals; hence,
the age of the very next customer who arrives afterc
cannot be larger thani at timen+ 1. There are three
scenarios that would cause customerc to remain in
server 1: (i) his service (in server 1) did not finish at
time n, (ii) his service finished, but he is blocked by
the second queue, or (iii) customerc remains blocked.

In case (i), the number of customers in the second
queue will either remain the same or decrease by one,
depending on whether there is a service completion in
server 2. In cases (ii) and (iii), the number of customers
in the second waiting line has to remain equal toB,
implying that there can be no service completion. As
a result, we findA0 =K0⊗ Il, where

K0 =




T1 0 0 . . . 0 0 0
T1⊗ t2 T1⊗ T2 0 . . . 0 0 0

0 T1⊗ t2�2 T1⊗ T2 . . . 0 0 0
...

...
. . .

. . .
. . .

...
...

0 0 0
. . . T1⊗ T2 0 0

0 0 0 . . . T1⊗ t2�2 T1⊗ T2 t1⊗ T2
0 0 0 . . . 0 0 T2



, (3.2)

Ik represents the identity matrix of dimensionk, ti =
1mi − Ti1mi , for i = 1,2; and1k is a 1× k vector
with each entry set to 1. Notice, this matrix does not
depend on the agei of customerc.
Next, we consider the transitions from leveli to

i− k+1, for i�k�1. Thus, as before we have a cus-
tomer, calledc, occupying server 1 at timen. To get a
transition to level 1� i − k + 1� i, customerc has to
leave server 1. Moreover, a new customer, whose age
should equali − k + 1 at timen+ 1, has to enter the
server at timen, call him customerc′. Meaning, the
interarrival time betweenc andc′ has to equalk. The
fact that customerc leaves server 1 implies that theMC
cannot make a transition to one of the statesSI ∪BL
of level i − k + 1. Also, given that the waiting line
of server 2 was fully occupied at timen, there should
have been a service completion in server 2 (otherwise
cwould become/remain blocked). Finally, if there still
was a vacancy in the waiting line of the second queue
at timen, the number of waiting customers there ei-
ther increases by one or remains the same, depending
on whether there is a service completion in server
2. Hence, transitions from leveli to i − k + 1 are
governed by the matrixAk =K1⊗Dk−10 D1, where

K1=




0 t1�1⊗ �2 0 . . . 0 0 0
0 t1�1⊗ t2�2 t1�1⊗ T2 . . . 0 0 0

0 0 t1�1⊗ t2�2 . . . 0 0 0
...

...
. . .

. . .
. . .

...
...

0 0 0
. . . t1�1⊗ t2�2 t1�1⊗ T2 0

0 0 0 . . . 0 t1�1⊗ t2�2 0
0 0 0 . . . 0 �1⊗ t2�2 0



. (3.3)
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The matricesBk, for k�0, describing the transitions
to and from level 0 can be obtained using similar ar-
guments (see[11] for details).Bk, for k >1, equals
Kc1(�1← 1)⊗Dk−10 , whereKc1(�1← 1) is obtained
from K1 by replacing all vectors�1 by the scalar 1
and removing the lastm2 columns. The matrixB1 can
be written asKr0(T1← �1, t1← 0)⊗D1. To obtain
Kr0(T1← �1, t1← 0) we replace all matricesT1 ap-
pearing in the expression forK0 into the vector�1,
the vectort1 into the scalar 0 and remove the lastm2
rows ofK0. Finally, the matrixB1 obeys the following
equation:

B1=




1 0 0 . . . 0 0
t2 T2 0 . . . 0 0

0 t2�2 T2
. . . 0 0

...
...

. . .
. . .

. . .
...

0 0 0
. . . T2 0

0 0 0 . . . t2�2 T2



⊗D0.

(3.4)

Let � = [�0,�1,�2, . . .] be the steady-state vector
of P, where�0 is a 1× db vector and�i , for i >0,
a 1× dt vector. Since, the MC characterized byP
is a GI/M/1-type MC,� exists if and only if��>1,
where�

∑
k�0Ak=�, �1dt =1 and�=

∑
k�1kAk1dt .

The stability condition��>1 is discussed in Section
5. The steady-state vector of a GI/M/1-type MC can
be found by iteratively solving for the minimal non-
negativeR in the non-linear equationR=∑

k�0R
kAk

(see[19]). Having solved this equation we find� as

[�0, �1]
= [�0, �1]
×

[
B1 B0∑

k�1R
k−1Bk+1

∑
k�1R

k−1Ak

]
, (3.5)

�i = �i−1R, (3.6)

where i >1, �0 and �1 are normalized as�01db +
�1(I − R)−11dt = 1. However, the computation of�
can be done much more efficiently (both in terms of
the time and memory complexity) by constructing a
quasi-Birth–Death (QBD) Markov chain and applying
the cyclic reduction algorithm[17] to solve this QBD.
We refer to[11] for details on the QBD reduction.

4. Performance measures

In this section we demonstrate how to get the
response-time distribution from the steady-state vec-
tor �. We start by introducing the following set of
random variables:

• TWi
: The amount of time a tagged customer has to

wait in the ith waiting line, fori = 1,2.
• TSi : The service time duration of a tagged customer
in serveri, for i = 1,2.
• TB: The time that elapses while a tagged customer
is blocked in server 1.

Having defined these variables the total response time
TR of a tagged customer is defined asTW1 + TS1 +
TB + TW2 + TS2, while the response time in queue 1,
denoted asTR1, equalsTW1 + TS1 + TB. We need two
more variables before we can proceed:

• FN: The number of customers still requiring full
service by server 2 before a tagged customer who
just left server 1 can start his service.
• FT: The remaining service time of the customer oc-
cupying server 2 when a tagged customer leaves
server 1.

Write �i as[�SIi , �BSi , �BLi ] in accordance with the
three sets of states of leveli, then

P [TR1 = r, FN = b, FT = h]

=
∑
s1

(t1)s1

�


1{b=0&h=0}


∑

j

�SIr (s1, j)




+ 1{b<B | h=0}

×

∑
s2,j

�BSr (b, s1, s2, j)(T
h
2 t2)s2







+ 1{b=B&h=0}
�


∑
s2,j

�BLr (s2, j)(t2)s2


 ,

where (x)i denotes theith component of the vec-
tor x. From this it is straightforward to compute the
probabilities P [TR1 + FT = r, FN = b]. The total
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response-time distribution is then found by

P [TR = i] =
∑
b

∑
r� i−b

P [TR1 + FT = r, FN = b]

× P [S(∗b+1)2 = i − r], (4.7)

whereS(∗x)2 is thex-fold convolution of the PH ser-
vice time distribution of server 2 characterized by
(m2, �2, T2). The blocking probabilitypBL can be
computed as

pBL = 1

�

∑
r>0

∑
s1,s2,j

�BSr (B, s1, s2, j)(t1)s1(T2)s2,

(4.8)

and the blocking time distribution as

P [TB = t] = 1

�

∑
r>0

∑
s1,s2,j

�BSr (B, s1, s2, j)(t1)s1

× (T t2 t2)s2, (4.9)

for t >0 andP [TB=0]=1−pBL. Finally, notice that
the probabilty of having a joint queue contents equal
to (q1, q2), equals the probability of having a customer
of agea in the first service center,q2 customers in
the intermediate queue and havingq1 arrivals during
a time interval of lengtha (that starts immediately
after the customer in the first service center arrived).
Hence, a simple procedure can be devised to obtain
the joint queue contents distribution from the steady
state probability vector� (see[11]).

5. Stability condition

The GI/M/1-type Markov chain introduced in
Section 3 is ergodic if and only if��>1, where
�
∑
k�0Ak = �, �1dt = 1 and�=∑

k�1kAk1dt . The
following theorem summarizes the stability results
(see[11] for details).

Theorem 5.1. The MC developed in Section3 is sta-
ble if and only if

(1) �/k <1,where� is the D-MAP mean arrival rate
and

k = �1(1− �BL1m2)= �2(1− �SI1m1), (5.10)

with �i the service rate of the ith service center
and�=[�SI,�0,�1, . . . ,�B,�BL ] is the invariant
probability vector ofK =K0+K1. Thus, the ar-
rival process only affects the stability through its
mean arrival rate�.

(2) the queue contents process of the infinite waiting
line of queue1 has a steady state.

Remark 1. Eq. (5.10) suffices to prove that inter-
changing both service-time distributions does not af-
fect the stability of the system. Intuitively, when study-
ing the stability, we may assume that there are always
customers ready to be served in the infinite waiting
line. Now, using an argument by Melamed[18], we
can regard the empty places (holes) in the intermediate
buffer as dual customers. For each regular customer
that moves through the system, a dual customer receiv-
ing identical service moves in the opposite direction.
Hence, the maximum stable throughput of the regu-
lar customers and the dual customers must be iden-
tical. Clearly, the dual system is identical to the in-
terchanged system. This type of interchangeability re-
sult was already established long ago for exponential
servers (and Poisson arrivals)[19, Section 5.2].

Remark 2. In the special case where the size of the
intermediate waiting lineB equals 0, one can prove
that 1/k is nothing but the mean of the maximum of
both PH service time distributions.

6. Numerical results

In this section we present some numerical examples
that provide insight on the system behavior.

6.1. Influence of the capacity B and the correlation
of the D-MAP arrival process

Consider an interrupted Bernoulli process (IBP),
where the mean sojourn time in both states equalsxc
and an arrival occurs in the on-state with probability
xp. Thus,

D0 =
[

1− 1/xc 1/xc
(1− xp)/xc (1− xp)(1− 1/xc)

]
,

D1=
[

0 0
xp/xc xp(1− 1/xc)

]
. (6.11)
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(a) (b)

Fig. 1. Response-time distribution for various capacitiesB, xp = 1
16 and (a)xc = 40, (b) xc = 400.

The service time distribution in server 1 is hypergeo-
metric with parameters:

�1= [13, 2
3], T1=

[ 4
5 0
0 19

20

]
. (6.12)

Thus, with probability 13 and 2
3 the service time is

geometrically distributed with a mean of 5 and 20 time
units, respectively. The mean of this distribution is 15
time units. The service-time distribution of the second
server is characterized by

�2= [ 116, 1
8,

13
16], T2=




3
4

1
8 0

1
10

4
5 0

0 0 xl


 , (6.13)

wherexl = 0.93887 is chosen such that the mean ser-
vice time equals 15. We have chosen the mean service
time identical in both servers as this ought to create a
strong coupling between both queues.
Fig. 1depicts the response-time distribution for var-

ious capacitiesB, for xp = 1
16 (meaning that the ar-

rival rate�= 1
32), andxc either 40 or 400. Clearly, the

largerxc the more correlated the arrival process. Ob-
viously, stronger correlated arrivals give rise to slower
response times, while addingmore capacityBbetween
both servers reduces the response time. However, at
some point there is little use in further augmenting the
capacity as the response time seems to converge forB
large. This is easily understood as the blocking prob-

ability tends to decrease to zero while increasingB.
The figure further illustrates that the rate of conver-
gence is affected by the correlation of the arrival pro-
cess: stronger correlated arrival processes more easily
justify increasing the capacityB.

6.2. The maximum arrival rate� and the variation
of the service times

We consider the same IBP process as in the pre-
vious section. The service-time distribution is either
geometric (Geo), Erlang-5 (Er5)1 or hypergeometric
(HypGeo) characterized by

�1= [ 910, 1
10], T1=

[ 4
5 0
0 104

105

]
. (6.14)

The mean of each of these service-time distributions
is 15 time units. The HypGeo distribution is the most
variable of the three, followed by Geo and Er5.
Fig. 2 shows the maximum stable load	max, de-

fined asE[S1]�max= 15�max, as a function ofB for
different server configurations.�max is the maximum
arrival rate� for which the system is stable. Recall,
�max=�1(1−�BL1m2)=�2(1−�SI1m1), see Section 5.
The notation(X, Y ) indicates that the service time in
servers 1 and 2 is distributed asX andY, respectively.

1 That is, the sum of 5 independent and identically distributed
geometric random variables.
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Fig. 2. Maximum stable load	max as a function of the capacity
B for different server configurations.

Fig. 2clearly demonstrates that more variable service
times, that is, HypGeo, give rise to a lower maximum
stable input rate�max. This result stems from the fact
that a more variable service time, whether in the first
or second server, causes a higher degree of blocking in
comparison with amore deterministic service time dis-
tribution. As proved in Section 5, interchanging both
service time distributions does not alter the system sta-
bility. Notice, the actual nature of the D-MAP arrival
process is irrelevant as the stability is only affected by
the arrival process through its mean.
The response-time distribution for different server

configurations is depicted inFig. 3. We assume that
arrivals occur according to a IBP withxc = 40 and
xp = 1

16, see Section 6.1. The capacity of the inter-
mediate waiting lineB is assumed to be 10.Fig. 3
confirms that the response of the system slows down
as the service times become more variable. It further
demonstrates that interchanging the service times gen-
erally causes a (limited) change in the response time
(as opposed to the stability). Placing the more variable
server first seems to result in a somewhat slower re-
sponse. This might be explained by noticing that the
output process of server 1 is more bursty in such case,
causing a higher blocking probability. On the other
hand, less variability in server 2 decreases the blocking
probability, so when we interchange both service time
distributions both these effects influence the degree
of blocking in the system. Various numerical experi-

Fig. 3. Response-time distribution for different server configura-
tions for B = 10 and IBP arrivals (xc = 40, xp = 1

16).

ments, includingFig. 3, seem to indicate that reducing
the variation of server 1 should be slightly favored.
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