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Abstract We study a supply chain consisting of a single manufacturer and two re-
tailers. The manufacturer produces goods on a make-to-order basis, while both re-
tailers maintain an inventory and use a periodic replenishment rule. As opposed to
the traditional (r,S) policy, where a retailer at the end of each period orders the de-
mand seen during the previous period, we assume that the retailers dampen their
demand variability by smoothing the order size. More specifically, the order placed
at the end of a period is equal to B times the demand seen during the last period
plus (1 — ) times the previous order size, with 8 € (0, 1] the smoothing parameter.
We develop a GI/M/1-type Markov chain with only two nonzero blocks Ag and A,
to analyze this supply chain. The dimension of these blocks prohibits us from com-
puting its rate matrix R in order to obtain the steady state probabilities. Instead we
rely on fast numerical methods that exploit the structure of the matrices Ag and Ay,
i.e., the power method, the Gauss-Seidel iteration and GMRES, to approximate the
steady state probabilities. Finally, we provide various numerical examples that indi-
cate that the smoothing parameters can be set in such a manner that all the involved
parties benefit from smoothing. We consider both homogeneous and heterogeneous
settings for the smoothing parameters.
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1 Introduction

Consider a two-echelon supply chain consisting of a single retailer and a single
manufacturer, where the retailer places an order for a batch of items with the man-
ufacturer at regular time instants, i.e., the time between two orders is fixed and
denoted as r. The manufacturer may be regarded as a single server queue that pro-
duces these items and delivers them to the retailer as soon as a complete order is
finished. The retailer sells these items and maintains an inventory on hand to meet
customer demands. When the customer demand exceeds the current inventory on
hand, only part of the demand is immediately fulfilled and the remaining items are
delivered as soon as new items become available at the retailer. Hence, items are
backlogged instead of being lost (i.e., there are no lost sales). We assume that the
manufacturer does not maintain an inventory, but simply produces items whenever
an order arrives, i.e., it operates on a make-to-order basis.

A key performance measure in such a system is the fill-rate, which is a measure
for the proportion of customer demands that can be met without any delay. In or-
der to guarantee a certain fill-rate it is important to determine the size of the orders
placed at the regular time instants. This size will depend on the current inventory po-
sition, defined as the inventory on hand plus the number of items on order minus the
number of backlogged items. The rule that determines the order size is termed the
replenishment rule. A well-studied replenishment rule exists in ordering an amount
such that the inventory position is raised after each order to some fixed position S,
called the base-stock level. This basically means that at the regular time instants,
you simply order the amount of items sold since the last order instant. As a result,
the order policy of the retailer is called an (r,S) policy.

A common approach in the analysis of such a policy is to assume an exogenous
lead time, which means that the time required to deliver an order is independent of
the size of the current order and independent of the lead time of previous orders.
In [3] the (R,S) policy was studied with endogenous lead times, meaning the lead
times depend on the order size and consecutive lead times are correlated. The results
in [3] indicate that exogenous lead times result in a severe underestimation of the
required inventory on hand, as expected.

When the lead times are endogenous, it is clear that a high variability in the
order sizes comes at a cost, as this increases the variability of the arrival process at
the manufacturer and therefore increases the lead times. As a result, replenishment
rules that smooth the order pattern at the retailer were studied in [4] and it was
shown that the retailer can reduce the upstream demand variability without having
to increase his safety stock (much) to maintain customer service at the same target
level. Moreover, on many occasions the retailer can even decrease his safety stock
somewhat when he smooths his orders. This is clearly advantageous for both the
retailer and the manufacturer. The manufacturer receives a less variable order pattern
and the retailer can decrease his safety stock while maintaining the same fill rate, so
that a cooperative surplus is realized.

In this paper we analyze the same set of replenishment rules as in [4], but now we
look at a two-echelon supply chain consisting of one manufacturer and two retailers,
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where either both, one or neither of the retailers uses a smoothing rule. The main
question that we wish to address therefore exists in studying whether all parties can
still benefit when the orders are smoothed and moreover who benefits most.

As in [4], one of the key steps in the analysis of this supply chain system will
exist in setting up a GI/M/1-type Markov chain [8], that has only two non-zero
blocks, denoted as Ag and A,;. However, as opposed to [4], the size of these blocks
often prohibits us from storing them into main (or secondary) memory. This implies
that iteratively computing the dense R matrix, used to express the matrix geomet-
ric steady state vector of the GI/M/1-type Markov chain, by one of the existing
methods such as functional iterations or cyclic reduction [1], is no longer possi-
ble/efficient. Instead, we will rely on the specific structure of the matrices Ag and Ay
and will make use of numerical methods typically used to solve large finite Markov
chains, such as the shuffling algorithm [5], Kronecker products, the power method,
the Gauss-Seidel iteration and GMRES [10].

2 Model Description

We consider a two-echelon supply chain with two retailers and a single manufac-
turer, where both retailers maintain their own inventory. Every period, both retailers
observe their customer demand. If there is enough on-hand inventory available at a
retailer, the demand is immediately satisfied. If not, the shortage is backlogged. To
maintain an appropriate amount of inventory on hand, both retailers place a replen-
ishment order with the manufacturer at the end of every period. The manufacturer
does not hold a finished goods inventory but produces the orders on a make-to-
order basis. The manufacturers production system is characterized by a single server
queueing model that sequentially processes the orders, which require stochastic pro-
cessing times. Once the complete replenishment order of both retailers is produced,
the manufacturer replenishes both inventories. Hence, the order in which the two or-
ders are produced is irrelevant, as shipping only occurs when both orders are ready.

The time from the moment an order is placed to the moment that it replenishes
the retailers inventory, is the replenishment lead time T,.. The queueing process at the
manufacturer clearly implies that the retailers replenishment lead times are stochas-
tic and correlated with the order quantity. The sequence of events in a period is as
follows. The retailer first receives goods from the manufacturer, then he observes
and satisfies customer demand and finally, he places a replenishment order with the
manufacturer. The following additional assumptions are made:

1. Customer demand during a period for retailer i is independently and identically
distributed (i.i.d.) over time according to an arbitrary, finite, discrete distribution
DU with a maximum of mg), for i = 1 and 2. The demand at the retailers is
also assumed to be independent of each other. For further use, denote mp =

mg) —I—mg).
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2. The order quantity O,(') of retailer i during period ¢ is determined by the retail-
ers replenishment rule and influences the variability in the orders placed on the
manufacturer. Possible replenishment rules are discussed in the next section.

3. The replenishment orders are processed by a single FIFO server. This excludes
the possibility of order crossovers. When the server is busy, new orders join a
queue of unprocessed orders.

4. The orders placed during period ¢ are delivered when both orders have been pro-
duced.

5. Orders consist of multiple items and the production time of a single item is
i.i.d. according to a discrete-time phase type (PH) distribution with represen-
tation (o, U). For further use, we define u* = e — Ue, with e a column vector of
ones.

The PH distribution is determined using the matching procedure presented in [4],
that matches the first two moments of the production time using an order 2 repre-
sentation, meaning the matrix U is a 2 X 2 matrix and & a size 2 row vector, even if
the squared coefficient of variation is small by exploiting the scaling factor as in [2].
This implies that the length of a time slot is chosen as half of the mean production
time of an item. In other words, the mean production time of an item is two time
slots, while the length of a period is denoted as d time slots, where d is assumed to
be an integer.

The time from the moment the order arrives at the production queue to the point
that the production of the entire batch is finished, is the production lead time or re-
sponse time, denoted by 7,,. Note that the production lead time is not necessarily an
integer number of periods. Since in our inventory model events occur on a discrete
time basis with a time unit equal to one period, the replenishment lead time 7 is
expressed in terms of an integer number of periods. For instance, suppose that the
retailer places an order at the end of period ¢, and it turns out that the production
lead time is 1.4 periods. This order quantity will be added to the inventory in period
t +2, and due to our sequence of events, can be used to satisfy demand in period
¢+ 2. As such, we state that the replenishment lead time 7; is |7, ,,J periods, i.e., 1
period in our example.

3 Replenishment Rules

The retailers considered in this paper apply an (r,S) policy with or without smooth-
ing, meaning amongst others they place an order at the end of each period. With-
out smoothing, the order size is such that the inventory position /P, defined as the
on-hand inventory plus the number of items on order minus the backlogged items,
equals some fixed S after the order is placed. In other words, the size of the order O,
at the end of period 7 simply equals the demand D, observed during period ¢.

If smoothing is applied with parameter 0 < 8 < 1, we do not order the difference
between S and IP, but instead only order B times S — IP. As will become clear
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below, this does not imply that fewer items are ordered in the long run, it simply
means that some items will be ordered at a later time. As shown in [4], this rule is
equivalent to stating that the size of the order at the end of period ¢, denoted Oy, is
given by

O, =(1-PB)0i-1+BDy,

where D, is the demand observed by a retailer in period z. Hence, setting § = 1
implies that we do not smooth. This equation also shows that the mean order size is
still equal to the mean demand size E[D]. It is also easy to show [4] that the variance
of the order size Var|O] equals

B
2-B)

meaning the variance decreases to zero as 8 approaches zero, where Var|[D] is the
variance in the demand. It is also possible to consider 8 values between 1 and 2, but
this would amplify the variability instead of dampening it.

The key question that our analytical model will answer is how to select the base-
stock level S such that the fill-rate, a measure for the proportion of demands that can
be immediately delivered from the inventory on hand, defined as

Var|D],

1— expected number of backlogged items
expected demand '

is sufficiently high. The level S is typically expressed using the safety stock SS,
defined as the average net stock just before a replenishment arrives (where the net
stock equals the inventory on hand minus the number of backlogged items). For a
retailer that smooths with parameter 3, S and SS are related as follows [4]
1-B
S=SS+ (E[T;]+1)E[D]+ TE[D],
where E|[T;] is the mean replenishment lead time. Thus, a good policy will result in
a smaller safety stock SS, which implies a lower average storage cost for the retailer.

4 The Markov chain

Both Markov chains developed in this section are a generalization of the Markov
chain introduced in [4], for the system with a single retailer. The numerical method
to attain their stationary probability vector, discussed in Section 5, is however very
different.

From now on we will express all our variables in time slots, where the length of a
single slot equals half of the mean production time, i.e., (I — U)'e/2, and orders

are placed by both retailers every d time slots. Hence, the order size of retailer i at

the end of period 7 is now written as 01(2) and
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Oz(zlz) =(1- /31'>0§Z)4>d + BiD(i)’

where f; is the smoothing parameter of retailer i, for i = 1, 2. As the order size must

be an integer, the integer amount ordered OE;*) will equal [0521 with probability

OI(;) - LOS}J and LOI(;)J with probability [0521 - OI(;) in case OI(;) is not an integer.
This guarantees that E [05;*)] =E [OSJ] = E[DY),

The joint order O}, of both retailers placed at time td equals OS*) + Olg*). Recall,
both these orders are only delivered by the manufacturer when the joint order has

been produced. Next, define the following random variables:

e 1,: the time of the n-th observation point, which we define as the n-th time slot
during which the server is busy,

e a(n): the arrival time of the joint order in service at time ,,,

e B,: the age of the joint order in service at time t,, expressed in time slots, i.e.,
B, =t,—a(n),

e (C,: the number of items part of the joint order in service that still need to start or
complete service at time ¢,

e S,: the service phase at time ,,.

All events, such as arrivals, transfers from the waiting line to the server, and service
completions are assumed to occur at instants immediately after the discrete time
epochs. This implies that the age of an order in service at some time epoch ¢, is at
least 1. We start by introducing the Markov chain for the case where both retailers
smooth.

4.1 Both retailers smooth

It is clear that the stochastic process (B,,,C,,,021(31),022(’)1),5,,),,20 forms a discrete
time Markov process on the state space No x {(¢,x1,x2)[c € {1,...,mp},1 <x; <
mg),i € {1,2}} x {1,2}, as the PH service requires only two phases. Note that
the process makes use of the order quantities OS()n) instead of the integer val-
%B)' Given that these order quantities are real numbers, the Markov process
(B,,,C,,,021(31),022(’)1),5,,),,20 has a continuous state space which makes it very hard

to find its steady state vector.

ues O

(@)

a(n)
it in a probabilistic way to the nearest multiple of 1/g, where g > 1 is an inte-
ger termed the granularity of the system. Clearly, the larger g, the better the ap-

proximation. Hence, we approximate the Markov process above by the Markov

chain (Bn,Cn,05’((,11)),05’((,12)),Sn)n20 on the discrete state space Ny x {(c,x1,x2)|c €

(1,....mp}txies ie{1,2}} x {1,2}, where S = {1,1+1/g,1+2/g,...,m\}

Therefore, instead of keeping track of O’/ | in an exact manner, we will round
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and the quantity 0;,:1(1‘) evolves as follows. Let

x=(1-)0f", + D",

then Otgf’j(i) = x if x € SU, otherwise it equals [x], with probability g(x — [x],),
or x|, with probability g([x], — x), where [x], (|x]g) rounds up (down) to the
nearest element in S Notice, by induction, we have E [Ofl‘l(i)] = E[DY]. Us-
ing this probabilistic rounding, we can easily compute the conditional probabili-
ties P[Oft'i(i) = q’|0ft'(j)1) 4 = 4], which we denote as pg)(q,q’ ), from DU (see [4,
Eqn. (12)] for details).

The transition matrix P, of the Markov chain (B,l,C,l,O%l)
GI/M/1-type Markov chain [8] with the following structure,

0%

a(n)’ Sn)nZO is a

Ag Ag

as By, either increases by one if the same joint order remains in service, or decreases
by d — 1 if a joint order is completed. Hence, there are d occurrences of A; on
the first block column. The size m of the square matrices Ag and Ay is 2mpmy,
with m, = ,-Zzl(m%)g — g+ 1), which is typically such that we cannot store the
matrices Ag and A, in memory. Although we can eliminate close to 50% of the states

by removing the transient states with C, > [Oil(zl)] + [022(21)] the size m remains
problematic and this would slow down the numerical solution method presented

in Section 5. A more detailed discussion of the structure of Ay and A, is given in
Section 5.1.

4.2 One retailer smooths

Assume without loss of generality that retailer one smooths, while retailer two does
not, i.e., B; < 1 and B, = 1. In this case we can also rely on the Markov chain de-

fined above, but now there is no longer a need to keep track of OZ ,(’12)), as the orders of

retailer two are distributed according to D@, This not only simplifies the transition
probabilities, but also considerably reduces the time and memory requirements of
the numerical solution method introduced in Section 5. Although storing the matri-
ces Ag and A, in memory may no longer be problematic, a numerical approach as
presented in the next section outperforms the more traditional approach that relies
on computing the rate matrix R [8] by a considerable margin.
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5 Numerical solution

The objective of this section is to introduce a numerical method to compute the
steady state distribution of the Markov chain introduced in Section 4.1 by avoiding
the need to store the matrices Ag and A,.

5.1 Fast multiplication

In order to multiply the vector x = (xo,x1,...) with P,, where x; is a length m =
2mpmy vector, without storing the matrices Ag or A4, we will write P, as the sum of
0 d
P P =
Ao Ad

Ao Ay :

and compute xP, as xP +xP£d). To express the time complexity of these mul-

tiplications, assume x; = 0 for i > n for some n (as will be the case in the next
subsection).

The matrix Ag corresponds to the case where the same joint order remains in
service, meaning C,, either remains the same or decreases by one. Due to the order
of the random variables, the matrix Ay is a bi-diagonal block Toeplitz matrix, with
blocks of size 2mg. The block appearing on the main diagonal equals / ® U, as
the production of the same item continues in this case. The block below the main
diagonal is I ® u*t, as the item is finished, but at least one item of the joint order
still needs to be produced. Hence,

11U

IQua IQU
Ag =

IQua IQU

where [ is the size mg unity matrix and we have mp blocks / ® U on the main
diagonal. As the PH representation is of order 2 (even in case of low variability), we
can multiply x with Pg(o) in O(mn) time.

When multiplying with A,, we first argue that A; can be written as

Ag=(e1@Iu")(W W) (Y ®a),

where e is a size mp column vector which equals one in its first entry and zero

elsewhere, W; is a square matrix of size m%)g —g+1landY is a mg X mgmp matrix.
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To understand this decomposition we split the transition in four steps. First, a service
completion of an order must occur, meaning C, must equal one and the item in
service must be completed. Thus, the matrix (e; ® (I @ u*) describes this step. Next,
in step 2, we determine the new order size for each retailer based on the previous
order size (using the granularity g). Let the (g,¢’)-th entry of W; equal p,g')(q,q’ )
(as defined in Section 4.1), for i = 1,2. As each retailer determines its next order
size independently, W; ® W, captures step 2. To complete the transition we need to
determine the joint integer order size given the individual granularity g order sizes
of both retailers (in step 3) and the initial service phase of the first item part of the
joint order (in step 4). Step 4 is clearly determined by ¢, while step 3 corresponds
to the matrix Y. A row of the matrix Y contains either 1, 2 or 4 non-zero entries
(depending on whether the row corresponds to a case where both, one or none of
the granularity g orders are integers).

Thus, when multiplying x = (xg,x;,...) with Pgd), each of the vectors x; is first
reduced to a length m, vector in O(nmy) time, because of (¢; ® (I @ u*)). A multi-
plication with W) ® W, is done in two steps. First we multiply with (I ® W,), which
can be trivially done in O((mg)z)g)2m§)l)g) = O(mgmg)z)g) for each vector, followed
by the multiplication with (W; ® I). This latter multiplication can be rewritten as

a multiplication with (I ® W;) using the shuffle algorithm[5]. Hence, it can also

be done in O(mgmg) g)- Due to its sparse structure, a multiplication with ¥ can be
implemented in O(my) time. In conclusion, the overall time required to multiply x
with P,gd) can be written as O(nmg(mg) + mg))g) = O(nmg) and the time needed

to multiply x with P, is therefore also O(nmg). In practice, for g small, the multi-

plication with P,go) is more time demanding than the multiplication with P,gd) and a
considerable percentage of the time is also spent on allocating memory.

5.2 The power method, the Gauss-Seidel iteration and GMRES

To determine the steady state probability vector of the transition matrix P, we rely
on the fast matrix multiplication between a vector x and P, introduced above.

When combined with the power method, we basically start with some initial
vector x(0) and define x(k + 1) = x(k) P, until the infinity norm of x(k + 1) — x(k) is
smaller than some predefined €; (e.g., & = 10~%). If we start from an empty system,
x(0) has only one nonzero component xo(0) of length m and x(k) has k + 1 nonzero
components xo (k) to x (k). Whenever some of the last components are smaller than
some predefined &, we reduce the length of x(k) (by adding these components to the
last component larger than &). Notice, introducing & is not exactly equivalent to a
truncation of the Markov chain at some predefined level NV. Instead we dynamically
truncate the vector x during the computation and its length may still vary over time.
The impact of both € used by the stopping criteria and & used by the dynamic
truncation will be examined in Section 7.1. Both these parameters will be used in a
similar manner for the other iterative schemes as well.
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When applying the forward Gauss-Seidel iteration [9], we compute x(k+ 1) from
x(k) by solving the linear system

x(k+1)(1 = P = x(k) P,

which can be done efficiently using forward substitution as (I — P,go)) is upper tri-
angular. If x is an arbitrary stochastic vector, we initialize x(0) such that it solves

x(0)(1 — P,go)) = x. As indicated in [9], this Gauss-Seidel iteration is equivalent to

a preconditioned power method if we use (I — P;,SO)) as the preconditioning matrix
M. Notice, we can benefit from the fast multiplications discussed in the previous
section when computing x(k)P,gd) as well as during the forward substitution phase.

The GMRES method [10] computes an approximate solution of the linear sys-
tem (I — P,)x = 0, by finding a vector x(1) that minimizes ||(/ — P;:,)x”2 over the
set x(0) + (I — Pg,ro,n). Here rg is the residual of an initial solution x(0):
ro = —(I — Pg)x(0); (I — Py,ro,n) is the Krylov subspace, i.e., the subspace
spanned by the vectors {ro,(I — P})ro,...,(I —P})" 'ro}; and n is the dimension
of the Krylov subspace [6]. To do this GMRES relies on the Arnoldi iteration to
find an orthonormal basis Vj, for the Krylov subspace, such that V,, (I — P/:,)V,Z =H,,
where H, is an upper Hessenberg matrix of size n. Once V,, and H, have been ob-
tained, a vector y, is found such that J(y) = ||Be; — Hyy||, is minimized. Here § is
the 2-norm of ry, ey is the first column of the identity matrix, and A, is an (n+1) X n
matrix whose first n rows are identical to H,,, and its last row has one nonzero ele-
ment that also results from the Arnoldi iteration. A new approximate solution x(1)
is computed as x(1) = x(0) + V,,y,,. The process is then repeated with x(1) as x(0)
until the difference between two consecutive solutions is less than some predefined
€. Although this algorithm is defined to solve linear systems of the type Ax = b, with
A nonsingular, it can also be used to solve homogeneous systems with A singular, as
is the case with Markov chains [11].

The GMRES algorithm also benefits from the fast multiplication discussed in
the previous section. To find the residual ry at each iteration we need to compute
the product (7 — P;)x(0) = x(0) — P;x(0). Also, for the Arnoldi process we need to
determine the vectors v; = (I — P&’,)j ~!rg, which are computed iteratively, and require
n— 1 products of the type (I — Py)v; 1 =v;_1 — Ppv;_1. As with the power method,
when analyzing several scenarios we can use the final approximate solution of one
scenario as the starting solution for the next one to speed up convergence.

6 The safety stock

The required safety stock SS; for each retailer to guarantee a certain fill rate is one of
the main performance measures of this supply chain problem. The derivation for the
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